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Note on Structure of the Final Report

The final report for the Central Yukon (CYR) Rapid Ecoregional Assessment (REA) is partitioned
into eleven distinct documents organized by topic as listed below. Each section is assigned a
letter heading:

Section A. Cover Sheet

Section B. Introduction

Section C. Abiotic Change Agents

Section D. Biotic Change Agents

Section E. Anthropogenic Change Agents

Section F. Landscape and Ecological Integrity

Section G. Terrestrial Coarse-Filter Conservation Elements
Section H. Terrestrial Fine-Filter Conservation Elements
Section I. Aquatic Coarse-Filter Conservation Elements
Section J. Aquatic Fine-Filter Conservation Elements
Section K. Data Gaps and Omissions

Tables of contents, management questions, figures, and tables with associated page numbers
are listed at the beginning of each section.

The report is organized into stand-alone sections to help readers quickly navigate to sections of
interest without having to read the entire assessment comprehensively.
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B. Introduction to the Final Report

Justin R. Fulkerson, E. Jamie Trammell, Matthew L. Carlson, and Monica
McTeague

Alaska Center for Conservation Science, University of Alaska Anchorage, 3211 Providence Dr.,
Anchorage, Alaska 99508.

Summary

Section B. Introduction to the Final Report provides an overview of the REA process, general
methodological approaches, study area, Conservation Elements, Change Agents, Management

Questions, and limitations.
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Section B. Introduction

1. What is a Rapid Ecoregional Assessment?

The Bureau of Land Management (BLM) recently developed a landscape approach to enhance
management of public lands (BLM 2014). As part of this landscape approach, the BLM and
collaborators are conducting Rapid Ecoregional Assessments (REAS) in the western United
States, including Alaska. To address current problems and future projections at the landscape
level, the REAs are designed to transcend management boundaries and synthesize existing data
at the ecoregion level. A synthesis and analysis of available data benefit the BLM, other federal
and state agencies, and public stakeholders in the development of shared resources (Bryce et al.
2012).

REAs evaluate questions of regional importance identified by land managers, and assess the
status of regionally significant ecological resources, as well as Change Agents that are perceived
to affect the condition of those ecological resources. The resulting synthesis of regional
information is intended to assist management and environmental planning efforts at multiple
scales. REAs have two primary purposes:

e to provide landscape-level information needed in developing habitat conservation
strategies for regionally significant native plants, wildlife, and fish and other aquatic
species; and

e to inform subsequent land use planning, trade-off evaluation, environmental
analysis, and decision-making for other public land uses and values, including
development, recreation, and conservation.

Once completed, this information is intended to provide land managers with an understanding of
current resource status and the potential for future change in resource status in the near-term
future (year 2025) and long-term future (year 2060).

Four REAs have recently been completed in Alaska. These include the Seward Peninsula
(Harkness et al. 2012), Yukon Lowlands—Kuskokwim Mountains—Lime Hills (Trammell et al.
2014), the North Slope (Trammell et al. 2015), and the Central Yukon (current document).
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Section B. Introduction

2. Approach and Process

To address the regionally important questions, significant ecological resources, and patterns of
environmental change, REAs focus on three primary elements:

o Change Agents (CAs) are features or phenomena that have the potential to affect
the size, condition, and landscape context of ecological systems and components;

e Conservation Elements (CEs) are biotic constituents or abiotic factors of regional
importance in major ecosystems and habitats that can serve as surrogates for
ecological condition across the ecoregion;

o Management Questions (MQs) are regionally specific questions developed by
land managers that identify important management issues.

MQs focus the REAs on pertinent management and planning concerns for the region. MQs are
used to select CEs and CAs by identifying critical resources and management concerns for the
study area. CEs are also identified by an Ecoregional Conceptual Model (see Section B.3.9.
Ecoregional Conceptual Model). Although a basic list of CAs is provided by the BLM, MQs can
also identify regionally-specific CAs to be considered in the analysis. An important strength of this
approach is the integration of current management concerns and current scientific understanding
into a comprehensive and forward-looking regional assessment.

The core REA analysis refers to the status and distribution of CEs and CAs and the intersection
of the two. The core REA analysis addresses the following five questions:

Where are Conservation Elements currently?

Where are Conservation Elements predicted to be in the future?

Where are Change Agents currently?

How might Change Agents be distributed in the future?

What is the overlap between Conservation Elements and Change Agents now and
in the future?

abrwdE

2.1. Change Agents (CASs)

CAs are those features or phenomena that have the potential to affect the size, condition, and
landscape context of CEs. CAs include broad factors that have region-wide impacts such as
wildfire, invasive species, and climate change, as well as localized impacts such as development,
infrastructure, and extractive energy development. CAs can affect CEs at the point of occurrence
as well as through indirect effects. CAs are also expected to interact with other CAs to have
multiplicative or secondary effects. Although they are listed separately, most anthropogenic CAs
generally occur in concert with one another. Mining and energy development, for example, require
other CAs like transportation and transmission infrastructure.

2.2. Conservation Elements (CESs)

Conservation Elements (CEs) are defined as biotic constituents (e.g., vegetation classes and
wildlife species, or species assemblages), abiotic factors (e.g., soils) of regional importance in

B-2



Section B. Introduction

major ecosystems and habitats across the ecoregion, or high biodiversity priority sites (e.g.,
designated Important Bird Areas). CEs are meant to represent key resources that can serve as
surrogates for ecological condition across the ecoregion.

The selected CEs are limited to a suite of specific ecosystem constituents that, if conserved,
represent key ecological resources and, thus, serve as a proxy for ecological condition. CEs are
defined through the “Coarse-filter/Fine-filter” approach, suggested by BLM guidelines; an
approach used extensively for regional and local landscape assessments (Jenkins 1976, North
Slopes 1987). This approach focuses on ecosystem representation as “Coarse-filters” with a
limited subset of focal species and species assemblages as “Fine-filters.” The Coarse-filter/Fine-
filter approach is closely integrated with ecoregional and CE-specific modeling exercises (Bryce
et al. 2012).

Coarse-Filter Conservation Elements

Terrestrial and Aquatic Coarse-filter CEs include regionally significant terrestrial vegetation
classes and aquatic ecosystems within the study area. They are intended to represent the habitat
requirements of most characteristic native species, ecological functions, and ecosystem services.

Fine-Filter Conservation Elements

Fine-filter CEs represent species that are critical to the assessment of the ecological condition of
the Central Yukon study area for which habitat is not adequately represented by the Coarse-filter
CEs. Fine-filter CEs selected for the REA are regionally significant mammal, bird, and fish
species. A list of CAs and Coarse-filter and Fine-filter CEs is given in Table B-1.
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Section B. Introduction

Table B-1. Change Agents and Conservation Elements selected for the Central Yukon REA.

Conservation Elements (CEs)

Change Agents (CASs)

Coarse-Filter CEs

Fine-Filter CEs

Climate

Terrestrial Coarse-Filter

Terrestrial Fine-Filter

Precipitation

Alpine and Arctic Tussock
Tundra

beaver (Castor canadensis)

Temperature Alpine Dwarf Shrub Tundra caribou (Rangifer tarandus)
Floodplain Forest and golden eagle
Thaw Date Shrub (Aquilia chrysaetos)
Fire Lowland Woody Wetland Swainson’s thrush

(Catharus ustulatus)

Return Interval

Upland Low Shrub Tundra

Dall sheep (Ovis dalli)

Vegetation Response

Upland Mesic Spruce
Forest

snowshoe hare
(Lepus americanus)

Permafrost

Upland Mesic Spruce-
Hardwood Forest

trumpeter swan
(Cygnus buccinator)

Ground Temperature

Aquatic Coarse-Filter

Aquatic Fine-Filter

Active Layer Thickness

Rivers and Large Streams

chinook salmon
(Oncorhynchus tshawytscha)

Invasive Species

Small Streams (including
Headwater streams)

chum salmon
(Oncorhynchus keta)

Insect and Disease

Large Connected
Freshwater Lakes

Dolly Varden
(Salvelinus malma)

Anthropogenic Uses

Small Connected
Freshwater Lakes

humpback whitefish
(Coregonus pidschian)

Subsistence

Natural Resource Extraction

Transportation and

Communication Infrastructure

Recreation

Energy Development
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Section B. Introduction

2.3. Management Questions

Management Questions (MQs) provide regional managers the opportunity to highlight specific
concerns relevant to the larger ecoregions, and provide a tangible way in which these REA efforts
can be translated into management plans and actions. The University of Alaska (UA) team
received an initial list of Management Questions from the BLM Central Yukon Field Office, who
spent substantial time and effort identifying regionally important resource questions.

Through our conversations with the BLM, the UA Team parsed out original multi-part questions
into distinct questions. Additionally, all of the original management questions from BLM had
overarching questions of “How reliable are these predictions? Are there other data/models which
provide information that is different than the output presented?” These questions will be
addressed as a standard component to all analyses throughout the REA. Overall this process
produced a list of 78 potential MQs. The original list of MQs can be reviewed in Section K of this
report.

Given the rapid nature of the REA, the BLM locally suggested we limit the number of MQs to
around 20 (with a maximum of 30). Based on the success of the North Slope REA MQ selection
process using the Delphi survey method (Hess and King 2002, Scolozzi et al. 2012, O’Neill et al.
2008) to prioritize and focus our MQs, the UA team employed the same approach for the Central
Yukon REA. The UA team asked AMT members to rank which 20 questions where their top
guestions, which 20 additional questions where next priority (mid), and which questions were of
lowest priority to them (remove).

Each AMT member was asked to consider the following guidance from the BLM National
Operations Center (NOC) on how to craft an appropriate Management Question:

* Isthe MQ about large-scale, region-wide issues?

+ Can the MQ be answered by available geospatial information, remote
sensing, or acceptable surrogates at the landscape scale?

* If the MQ cannot be addressed spatially, would a literature review be an
appropriate use of the REA?

« Ifitis an inventory question, can it be addressed within the timeframe of
the REA?

» Does the MQ inform a specific practical management decision or resource
allocation to be made? (i.e., Which areas due to resource vulnerability
require protection as ACECs? Which areas should be avoided for
authorization of new roads or utility corridors?)

+ Does the MQ identify the potential subsequent decision process and or
action associated with the answer to the question?

+ Has the MQ been answered in another recently competed ecoregional
assessment and is there additional information that warrants reexamining
this issue?

Ten responses were received from the first ranking by the AMT, 18 MQs surfaced as being the
top or mid priority MQs by the majority of the voting members of the AMT Responses were
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presented to the AMT and Technical Team members during the first AMT meeting on September
5, 2014. Additional MQs were provided by the AMT and an additional round of ranking was done
to ensure the first ranking was agreed upon by the majority of the AMT.

The second round of MQ surveys resulted in seven responses. The results were tallied based on
ranks for each question then reordered based on those tallies. Questions that were consistently
ranked as either Top 20 or Mid 20 by over half of the voting AMT members were selected as our
final list of MQs (Table B-2). In addition to the to 20 MQs we also identified 12 alternative MQs
with almost half of the AMT agreeing on these questions being either top 20 or mid 20 MQs.
These questions were considered as replacement MQs if any of the final MQs cannot be
adequately addressed by the UA team, pending AMT approval. Alternative MQs can be reviewed
in CYR Memorandum | (AKNHP et al. 2014).

Table B-2. MQs selected by the AMT for analysis as part of the Central Yukon REA.

Abiotic Change Agents (Section C)

How is climate change likely to alter the fire regime in the dominant vegetation classes and

Al g
riparian zones?

How is climate change likely to alter permafrost distribution, active layer depth, precipitation

B1 regime, and evapotranspiration in this region?

What are the expected associated changes to dominant vegetation communities and CE
B2 | habitat in relation to altered permafrost distribution, active layer depth, precipitation regime,
and evapotranspiration?

How will changes in precipitation, evapotranspiration, and active layer depth alter surface

cl water availability and, therefore, ecosystem function (dominant vegetation classes)?

E1 How is climate change affecting the timing of snow melt and snow onset, spring breakup
and green-up, and growing season length?

F3 How are major vegetation successional pathways likely to change in response to climate

change, with special emphasis on increased shrub cover and treeline changes?

Anthropogenic Change Agents (Section E)

Which subsistence species (aquatic and terrestrial) are being harvested by whom and

Q1 where is harvest taking place?

U1 Compare the footprint of all types of landscape and landscape disturbances (anthropogenic
and natural changed) over the last 20 and 50 years.

U3 How and where is the anthropogenic footprint most likely to expand 20 and 50 years into

the future?

Terrestrial Coarse-Filter Conservation Elements (Section G)

What rare, but important habitat types that are too fine to map at the REA scale and are
associated with coarse- (or fine-) filter CEs that could help identify areas where more
detailed mapping or surveys are warranted before making land use allocations (such as
steppe bluff association with dry aspect forest)?

AH1

Where are refugia for unique vegetation communities (e.g., hot springs, bluffs, sand dunes)

G1 and what are the wildlife species associated with them?
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G2

Which unique vegetation communities (and specifically, which rare plant species) are most
vulnerable to significant alteration due to climate change?

Terrestrial Fine-Filter Conservation Elements (Section H)

AE1l | Where is primary waterfowl (black scoter or trumpeter swan) habitat located?
L1 What are caribou seasonal distribution and movement patterns?
N3 | How might sheep distribution shift in relation to climate change?

The introduction of free-ranging reindeer herds to this region has been proposed. What
Tl . . . :

areas would be most likely to biologically support a reindeer herd?

What have the past cumulative impacts of road construction and mineral extraction been
X1 ; : . )

on terrestrial CE habitat and population dynamics?

How might future road construction and mineral extraction infrastructure (e.g., both
X2 temporary and permanent roads [Umiat, Ambler, Stevens Village], pads, pipeline, both

permanent and temporary) affect species habitat, distribution, movements and population
dynamics (especially caribou, moose, sheep)?

Aquatic Conservation Elements (Sections | and J)

How might future road construction and mineral extraction infrastructure (e.g., both

W2 | temporary and permanent roads, pads, pipeline) affect fish habitat, fish distribution, and
fish movements (especially chinook, chum, sheefish)?
How does human activity (e.g., mineral extraction, gravel extraction) alter stream ecology
V1 | and watershed health (i.e., water quantity, water quality, outflow/stream connectivity, fish

habitat, and riparian habitat)?
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2.4. Conceptual Models

Conceptual models represent the state of knowledge about the relationships between the CEs,
CAs, and other resources. Not all relationships identified lend themselves well to measurement
or monitoring, but they are important to include because they add to the understanding of complex
interactions (Bryce et al. 2012).

For each CE we produced a conceptual model that contains:

1. a textual description of the interrelationships between/among the CE, CA, and
other resources and their associated forms and processes;

2. a diagrammatic representation of the model, which includes information on how
we anticipate the model being use for the REA. Specifically, the diagrams will
address those relationships with the CAs that we will be able to assess in a spatial
framework;

3. the basis and scientific support for the model; and

4. detailed conceptual models have been developed for each CE and are supported
and referenced by scientific literature.

Insects and Disease Yellow boxes show CAs
Topography Blue boxes show natural drivers
Tall Shrub: Green boxes show CE, CA, or
Primarily alder and willow identified subject of MQ
stands !
Habitat Green striped boxes show habitat for

CE or identified subject of MQ

White boxes show parameters or

Infrastructure s s
characteristics of drivers and CAs
Arrows indicate relationships
Animal species diversity is low in
alder stands but higher in willow Red text expla”’]s relationships

stands

Figure B-1. Conventions for conceptual models.

Conceptual models are diagramed according to the conventions outlined in Figure B-1 above.
The boxes indicate CEs, CAs, and drivers and arrows indicate regionally important interactions
known to occur in the CYR study area. Text in dark red is positioned next to arrows to indicate
the most likely relationships between constituents.
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2.5. Attributes and Indicators

Ecological attributes are defined as traits or factors necessary for maintaining a fully functioning
population, assemblage, community or ecosystem. On a species level, they are traits that are
necessary for species survival and long-term viability. Indicators are defined as measureable
aspects of ecological attributes. For REAs, we consider attributes and indicators as key elements
that allow us to better address specific management questions, help parameterize models, and
help explain the expected range of variability in our results as they relate to status and condition.

Attributes and indicators are a critical component of the core analysis as they help to define the
relationships between conservation elements (CEs) and change agents (CAs), and, where
possible, thresholds associated with these relationships.

For each Fine-filter CE, we identified a number of attributes derived from the conceptual model,
and assigned indicators based on available spatial data layers. Thresholds were set to categorize
all data into standard reporting categories (i.e., indicator ratings). For some CEs, numerical
measurements delineating thresholds were available from the literature. However, for many
attributes/indicators, categories were generalized based on the best available information, and
include (but are not limited to):

o Poor-Fair—Good—Very Good—Unknown—None/NA
e Low/none—Moderate—High—Very High—Unknown
e Present—Absent-Unknown

Categorization of attributes/indicators has been adopted as a required element for all REAs.
Categorization allows data from a variety of sources to be organized similarly, whether the original
data were collected in categories or were collected as numerical measurements. It also allows
communication of information generated by complex REA analyses in an elegantly simple but
meaningful manner, and helps to provide consistency in assessing and reporting across the
variety of BLM resources, landscapes, and ecoregions.

We did not include attributes and indicators for Coarse-filter CEs. Alternatively, Coarse-filter CEs
status will be assessed using Landscape Condition Models and Cumulative Climate Impacts.

Here we provide an example (Figure B-2) of an attribute and indicator table for trumpeter swan
(Cygnus buccinator). This information is provided in summary table format for all Fine-filter CEs,
and is included with the individual CE conceptual model write-ups.
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A measurable aspect of
the key attribute that
can be used in analysis

i . factor.that affects Brief description of interaction Descriptions of thresholds
The CA dr"‘"'"E the survwal.anf:l' between kep attribute and CE. and associated with the indicator that
the assc.u:lated 1ong-term viability 'ustification‘;or threshold ratilil s allow quantification of impact on a
key attribute ofa CE ) & CE using four distinct categories
v
e Indicator Rating
Driver | Key Attribute Indicator Effect/mpact Ny
Poor Fair Good | .~ 4
[
B ]
° Breeding is limited by the number of ice-free days g b=
& ) (i.e., 145-150 days; Hansen et al. 1971). In years i ¢,
_E Efiﬂg’lg season Lf;\git: o;eason with cold springs, pairs may not breed. Range “E o
o g 9 9 expansion in Alaska has likely occurred as a result ) “.-? ©
of climate warming (Schmidt et al. 2011). 2 g
“7 -

Figure B-2. Explanation and example of attributes and indicators tables.

2.6. CE x CA Analyses

The purpose of the CE specific assessment is to evaluate the current status of each CE at the
ecoregional scale and to investigate how its status may change in the future as a result of future
development and climate change. The conceptual model for each CE helps guide the selection
of key ecological attributes and indicators that will assist us in assessing current and future status.
Ecological attributes and associated indicators, at the Fine-filter level, provide measures of the
acceptable range of variation for each ecological attribute to further assist with assessment of
status and trends.

In each of the Fine-filter CE conceptual models, we have presented in bold lines those
relationships that we intend to analyze spatially based on available datasets (measureable
effects) as described in the attributes and indicators tables (Figure B-3). Although these analyses
will differ on a CE by CE basis, this process generally involves overlaying the distribution model
for each CE with the measureable CA indicator (e.g., invasive species may alter this vegetation
community composition if frequent disturbance of the CE occurs.).
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Figure B-3. Example conceptual model for Floodplain Forest and Shrub CE.
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2.7. Process Models

While conceptual models help inform the ecological relationships between ecosystem
components, drivers, and processes, process models illustrate computational relationships or
logical decisions within the context of a spatial or mathematical model to produce an output.
Process models diagram data sources, geoprocessing procedures, and workflows, providing
analytical transparency and allowing for repeatability of processes in the future (Bryce et al. 2012).
Process models have been developed to represent the analysis of each CA and MQ, and they
helped provide guidance for data discovery.

Process models are diagrammed according to the conventions in Figure B-4 below (Bryce et al.
2012). Each process model will contain the following:

1. A diagram illustrating data and methods. These are key elements (datasets
representing key attributes of CEs, CAs, and MQs) and procedures in the
computational process, the relationship among them, and the flow of information
and analyses.

2. Descriptive text explaining the diagram. Methods for developing process models
for all MQs are similar: source datasets are computationally or spatially related to
produce outputs that are further related to produce final products.

Source data, e.g. public
domain GIS files

Intermediate output, e.g.
spatial analysis of
source datasets

Final products, e.g.
maps or formatted GIS
files for the REA region

Processing
action

—_—

Text box
accompanying blue
circles

Blue rectangles represent source data inputs —
occurrences, locations, etc.

Orange rectangles represent intermediate outputs
resulting from a processing step

Green rectangles represent final products

Blue circles represent computational steps or logical
decisions, with the accompanying bold text describing
the action

Arrows represent the flow of information, computations,
and outputs

Text explains the details of computational steps or logical
decisions where necessary

Figure B-4. Conventions for Process Models.
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2.8. Land Owners and Stakeholders
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Bureau of Land Management Native Selected

Fish and Wildlife Service Private
Military State Patent or TA
National Park Service [ State Selected

[ Native Patent or IC
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Figure B-5. Land management status in the Central Yukon study area in 2015.

Community meetings were an important part of this REA to ensure broader regional stakeholders
were included and informed about the effort. The UA team and BLM State and Field offices
coordinated informational meetings with the Fairbanks North Star Borough Planning Commission
as part of a series of three community meetings: the 15 meeting was held on 17 March 2015, the
2"Y meeting was held 27 October 2015, and the 3 meeting will be held after completion of the
project, tentatively scheduled for June 2016. The Planning Commission was chosen for our
community meetings, as Fairbanks holds the largest population of the region and has the largest
impact of individuals that can attend. An additional community meeting may be presenting final
results to a Resource Advisory Council meeting held 3—-4 times a year across the state and is
attended by stakeholders from various interest groups such as tourism, energy, Alaska Native
organizations, environmental interest groups, and the public. During these meetings the UA team
informed the planning commission about the REA process, its expected outcomes, and gathered
input on CEs, CAs, and MQs.

A larger stakeholder group was also informed on the status of the assessment through a series
of four newsletters (spring 2015, summer 2015, fall 2015, and anticipated delivery summer 2016).
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Each newsletter was delivered by hard copy via the postal service and through e-mail, reaching
a group of almost 270 interested parties ranging from local business owners to state government
officials.

Additional stakeholder engagement came from the representatives of various state and federal
agencies that manage land parcels within the Central Yukon study area (Figure B-5) that served
on the Assessment Management Team (AMT) and Technical Team (Tech Team). The AMT and
Tech Team provided guidance and direction to the objectives of the assessment through regular
project communication and meetings (interim project memos and presentations can be accessed
online?). A full list of AMT and Technical Team members is included after the cover page. The
U.S. Fish and Wildlife Service, State of Alaska, National Park Service, Native groups, and Bureau
of Land Management are the primary land management agencies by area in the Central Yukon
study area (Table B-3).

Table B-3. Total area and percent of study area by land management status.

Land Ownership Area (km?) | Percent of Total Study Area
Fish and Wildlife Service 103,004 26%
State Patent or TA 93,758 24%
National Park Service 66,959 17%
Native Patent or IC 49,510 13%
Bureau of Land Management 48,318 12%
State Selected 20,108 5%
Native Selected 7,223 2%
Water 3,665 0.9%
Department of Defense 3,034 0.8%
Private 238 0.06%

We used the most recent land ownership status data provided by the BLM at the start of this REA
analysis in 2014. By the completion of this project, land status changed in the CYR study area
where the State of Alaska relinquished approximately 700,000 acres of state-selected lands in
the upper Black River area. We recognize land status is constantly ever-changing and readers
should be aware of the limitations of all data used in our analyses.

2.9. Project Team

The Alaska Center for Conservation Science (ACCS) served as the lead for this REA, with close
collaboration from the Scenarios Network for Alaska and Arctic Planning (SNAP), and Institute of
Social and Economic Research (ISER). ACCS was formally known as the Alaska Natural Heritage
Program (AKNHP), but changed structure within the University of Alaska during the CYR
assessment. Throughout this document this team is collectively referred to as the University of
Alaska (UA) Team. The UA Team as a whole was responsible for assessing the current and
potential future status of CEs at the ecoregional scale and their relationships to CAs, as well as

1 See http://accs.uaa.alaska.edu/rapid-ecoregional-assessments/central-yukon-rea-documents

B-14


http://accs.uaa.alaska.edu/rapid-ecoregional-assessments/central-yukon-rea-documents
http://accs.uaa.alaska.edu/rapid-ecoregional-assessments/central-yukon-rea-documents

Section B. Introduction

addressing the Management Questions (MQs), identifying data gaps, and delivering data to the
BLM. Project leads are identified for the various sections reflecting the multi-disciplinal expertise
and knowledge used in assessing this region.
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3. Description of Rapid Ecoregional Study Area

The assessment area, referred to in this REA as the Central Yukon (CYR) study area, includes a
core of seven ecoregions selected by BLM: Brooks Range (south of the ridge crest), Davidson
Mountains, Kobuk Ridges and Valleys, North Ogilvie Mountains, Ray Mountains, Yukon-Old
Crow Basin, and Yukon-Tanana Uplands (Figure B-6). Ecoregions in this assessment were
defined by Nowacki et al. (2001) and represent a unified mapping approach that blends traditional
approaches (e.g., Bailey et al. 1994, Omernik 1987) with regionally-specific knowledge and
ecological goals. Following BLM guidelines, the study area was formed by buffering the selected
ecoregions by any 5™-level hydrologic units that intersected the ecoregion boundaries.
Additionally, at the request of the BLM, the assessment boundary includes key lands surrounding
the Dalton Highway on the north edge of the study area. Most of the Kotzebue Sound Lowlands
are included in the study area because of the buffer region. The buffer region additionally causes
the inclusion of small portions of several ecoregions along the southern boundary of the study
area: these portions have been modified into a conglomerate unique to this REA referred to as
the Tanana-Kuskokwim-Yukon Lowlands.
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Figure B-6. Ecoregions included in the CYR study area.
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This region has a boreal climate, with long cold winters and relatively brief but warm summers.
Climate varies depending primarily upon elevation, proximity to the coast, and latitude. Although
in general the most extreme cold occurs at high elevations, some areas experience localized
temperature inversions. With mean annual temperatures below freezing in most areas, but above
freezing in others, permafrost is discontinuous. This discontinuity occurs at both fine scales and
broader scales. The following narratives for each ecoregion are paraphrased from Nowacki et al.
(2001). They provide general descriptions of ecosystem resources and drivers.

3.1. Brooks Range

This east-west range is the northernmost extension of the Rocky Mountains and includes the
Brooks Range, British Mountains, and Richardson Mountains. Many of the mountains are
comprised of steep, angular summits flanked by rubble and scree (Figure B-7). On the western
and eastern ends of the range, the topography becomes less rugged. Rivers and streams cut
narrow ravines into the terrain. During the Pleistocene, glaciers covered the higher portions of the
range. Only a few small cirque glaciers remain. A dry, polar climate dominates the land. Winters
are long and cold, and summers are short and cool. Air temperatures decrease rapidly with
increased elevation. Permafrost is mostly continuous south of the ridge crest. Dominant
vegetation classes on the south side of the range are sedge tussocks and shrubs in valleys and
lower slopes, sparse conifer-birch forests in large valleys, and alpine tundra and barrens at higher
elevations. The ecoregion provides habitat for Dall sheep, caribou, marmots, gray wolves, and
brown bears. Groundwater fed springs and streams provide habitat for Arctic grayling.

Figure B-7. Chandalar Shelf of the Brooks Range.

3.2. Davidson Mountains

Mountains with coarse rubble slopes are interspersed with broad floodplains underlain by
unconsolidated glacial and alluvial sediments. Thin to thick permafrost underlies the majority of
the ecoregion. Climate is continental with cold winters and short, cool summers. Dominant
vegetation classes are black spruce woodlands; white spruce and balsam poplar along rivers;
and white spruce, resin birch, and quaking aspen in uplands. Shrub communities of willow, alder,
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and birch are also common. Forest fires are frequent. Moose, bears, and wintering caribou are
common.

3.3. Kobuk Ridges and Valleys

The Kobuk ridges and valleys ecoregion is comprised of a series of paralleling ridges and valleys
that radiate south from the Brooks Range, created partially by high-angle reverse faults and
interceding troughs. In the past, ice sheets descending from the north covered the area. Broad
valleys are covered with alluvial and glacial sediments while intervening ridges are covered with
rubble (Figure B-8). Climate is dry continental with long, cold winters and short, cool summers.
During winter, cold air drains from the Brooks Range into the valleys. Permafrost is thin to
moderately thick throughout much of the area. Forests and woodlands dominate much of the
area. Trees become increasingly sparse in the west. Tall and short shrub communities of birch,
willow, and alder occupy ridges.

Figure B-8. Kiana Hills and the Squirrel River.

3.4. North Ogilvie Mountains

Flat-topped hills and a plain are primarily underlain by calcareous sedimentary rock. The
ecoregion was not glaciated and is, therefore, heavily eroded. Ridges and upper slopes are barren
and jagged rock outcrops are common (Figure B-9). Shallow soils cover the rocky colluvial
deposits of slopes that are subject to frequent landslides and debris flows. Lower and more stable
slopes have developed deeper soils that are extensively underlain by permafrost. Low shrub
tundra with willow, alder, and birch and spruce woodlands occur at lower elevations. The streams
originating in the North Ogilvie Mountains feed the Porcupine, Yukon, and Peel rivers. Few lakes
exist. Climate is continental with cold winters and short, cool summers. Brown bears, wolverine,
Dall sheep, caribou, lemmings, and pikas are common.
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Figure B-9. Calcareous rock outcrops and ridges in the North Ogilvie Mountains.

3.5. Ray Mountains

The Ray Mountains are comprised of compact, east-west oriented ranges. Metamorphic bedrock
is covered with rubble, and soils are shallow and rocky. During the Pleistocene, the Ray
Mountains remained largely unglaciated. Climate is continental with dry, cold winters and
somewhat moist, warm summers. Permafrost is discontinuous and ranges from thin to moderately
thick. Dominant vegetation classes are black spruce woodlands; white spruce, birch, and aspen
on south-facing slopes; white spruce, balsam poplar, alder, and willows on floodplains; and shrub
birch and Dryas-lichen tundra at higher elevations. Clear headwater streams are important habitat
for Arctic grayling. Moose, brown bears, gray wolves, red fox, lynx, and marten are common.

3.6. Yukon-0Old Crow Basin

Mountain toeslopes around the Porcupine River form a basin comprised of depositional fans,
terraces, and pediments. The region was largely unglaciated and is heavily eroded. Surrounding
the flats, surficial deposits of colluvial, alluvial, and aeolian origins are deep and underlain by
continuous permafrost. The poorly drained flats contain extensive wetlands with many thaw lakes
and ponds. Deltaic fans, river terraces, and floodplains are common on the landscape (Figure
B-10). Climate is dry continental with large seasonal temperature fluctuations. Winters are cold
and dry because of dominant Arctic high pressure systems. Common vegetation ranges from wet
herbaceous marshes to open black spruce forests to closed spruce-deciduous forests on well-
drained uplands. The wetland complexes formed by the Yukon River support large numbers of
waterfowl and other migratory birds. Moose, bears, northern pike, and salmon are common.
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Figure B-10. Floodplain and extensive flats along the Porcupine River.

3.7. Yukon-Tanana Uplands

Broad, rounded mountains of moderate height are underlain by metasedimentary volcanic crust
blocks and continental shelf deposits. Surficial deposits are bedrock and rubble on ridges and
upper slopes, colluvium on lower slopes, and alluvium in the narrow valleys. The region is
underlain by discontinuous permafrost thick on north-facing slopes and thin in valleys. Climate is
continental with cold winters and warm summers. White spruce, resin birch, and quaking aspen
dominate south-facing slopes (Figure B-11). North-facing slopes are primarily black spruce
woodland or forest while valleys are dominated by black spruce woodlands and tussock bogs.
Low birch-ericaceous shrub and Dryas-lichen tundra are common at the uppermost elevations.
Forest fires are very common in this region resulting in a patchwork of forest ages. Caribou,
moose, snowshoe hare, marten, lynx, black bears, and brown bears are common. Abundant cliffs
provide habitat for peregrine falcons. Chinook, chum, and coho salmon spawn in the clear
headwater streams.

Figure B-11. Eagle Summit area in the White Mountains.

3.8. Assessment Boundary and Scale

As per BLM guidance, reporting units for the Central Yukon REA will be at the landscape level in
scale and intent. For most analyses, the BLM has specified that data be reported at the 5"-level
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10-digit hydrologic unit code (HUC) with raw data being provided at 30-m grid cells for raster data
or other native resolution as appropriate. Climate data will be provided at a resolution of 771-m
grid cells and, therefore, any climate related questions will be answered at this scale as well.
Many of the primary landscape level datasets for Alaska are also coarser than the 30-m pixel
resolution recommended by the BLM (for example, the best available resolution for Digital
Elevation Model is 60-m grid cells). Therefore, the ultimate reporting unit of each analysis will be
limited by the coarsest resolution of the data. In general, however, raw data will be provided at
60-m grid cell resolution, and results will be reported at the 5"-level HUCs.

3.9. Ecoregional Conceptual Model

The Ecoregional Conceptual Model portrays an understanding of critical ecosystem components,
processes, and interactions necessary for the maintenance of sustainable ecosystems. By
summarizing existing information and hypotheses on the structure and function of ecosystems,
the Ecoregional Conceptual Model provides the framework to assess ecological conditions and
trends. The complex interactions of ecosystem resources, ecological drivers, and CAs is
simplified in the Ecoregional Conceptual Model to clearly show ways in which ecosystem
resources interact with one another and the relationships between ecosystem resources, CAs,
and ecosystem drivers. The model provides the scientific justification for the selection of CAs and
informs the selection of CEs by capturing representative ecosystem resources and their
processes.

The Ecoregional Conceptual Model for the Central Yukon study area (Figure B-12) provides a
coarse-scale interpretation of key ecological resources, drivers, and CAs of the seven constituent
ecoregions. The model is divided into the following components:

e Principal ecosystem resources, including vegetation, animals, soil resources,
freshwater resources, and ocean (coastal zone).

e Ecosystem drivers, including climate and atmospheric conditions (i.e.,
precipitation, temperature, cloud cover etc.) and landscape setting (i.e., geology,
elevation, and proximity to ocean).

e Anthropogenic (land use, commercial/sport harvests, recreation) and non-
anthropogenic CAs (climate change, fire, and invasive species).

¢ Relationships between ecosystem resources with interactions between them
identifying key ecosystem processes and functions (for example, soils resources
provide habitat for animals).

e Relationships of ecosystem drivers and CAs as external forces for ecosystem
resources (for example, climate change alters composition, structure, and
productivity of ecosystem resources and climatic conditions provide carbon and
nitrogen setting providing essential components to the ecosystem resources).

The Conceptual Ecoregional Model will serve as a framework for measuring the cumulative
impacts of all the CAs on all the CEs, providing a measure of overall current and future landscape
and ecological integrity.
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4. Assessing Current and Future Conditions

In addition to performing the core analysis between CEs and CAs, we examined the general
landscape to describe overall conditions. Key to this assessment was an evaluation of landscape
integrity. Landscape integrity is derived from modeling landscape condition and intactness.
Landscape condition examines the level of human modification on the landscape, while intactness
provides a measure of fragmentation across the region. When taken in combination with CE
distributions (Figure B-13), our assessment can be used to infer overall ecological integrity of the
region.

Figure B-13. Example process of assessing status of a Conservation Element (CE). Landscape condition
(A) is extracted to the distribution of a CE (B) to generate the CE status (C). Warmer colors in the CE status
represent areas of lower expected ecological condition.

Finally, we explore future landscape integrity and potential impacts to CEs through multiple
measures of landscape change. First, we model future landscape condition using forecasts of the
future human footprint. The future landscape condition was then used to inform future landscape
intactness for an initial look at future landscape integrity. Additionally, we developed a tool to
examine the cumulative impacts of all the CAs to begin identifying vulnerable landscapes. When
compared to CE distributions, our assessment can provide insight into potential future ecological
integrity.
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5. Scope, Intent, and Limitations

With all landscape-level assessments, it is important to define the scope and intent of a study.
REAs are designed to synthesize existing information to be used as a planning tool primarily at
the regional level. Thus, results from this work are intended to guide general perceptions of issues,
resources, and areas of greater and lesser concern, rather than implementation of site-specific
management actions. We present here a synthesis of the current state of knowledge about how
these ecoregions might change in the future so that land managers and other regional
stakeholders can better plan for a changing environment.

While this report synthesizes the best available scientific knowledge about the ecoregion, many
of the results presented are derived from incomplete information. Furthermore, no new data
collection was permitted by the REA process, and data availability was limited for some CAs and
CEs. Therefore, information from outside of the REA was often used to develop and parameterize
our models. Additionally, since theoretical and predictive models are simplified representations of
complex ecological relationships, models do not incorporate all elements and relationships that
are in fact operating on the landscape. The assumptions and limitations inherent in any modeling
are important to understand, as these assumptions define the context in which the results are
meaningful. We highlight the limitations and assumptions throughout this document to help the
reader best understand the utility of these models. It is important to remember that model
uncertainty can come from many different sources, including the raw data itself, and that
interpretation should account for the regional-scale nature of this assessment.

Another key source of uncertainty is the inherent uncertainty in predicting future conditions.
Specifically, human behavior and land use is very hard to predict, especially in the long-term.
Thus, any future land use should only be considered as potential land uses. A more robust
approach of future land use would require an examination of multiple scenarios to bracket the
uncertainty associated with all future human land use and development. This assessment is
designed to provide a model of possible future conditions, but should not be considered a
prediction, nor do we assign any probability or likelihood that any given land use would happen
in the future.

Finally, it is important to note that information contained in this assessment is not meant to serve
as management guidelines, or be interpreted as recommendations on specific policies. This
assessment is intended to summarize the current state of this ecoregion, and identify ways in
which the landscape, and the dependent species and habitats, may change in the future. We
make no predictions about where specific species or habitats will be in the future. Maps and
outputs derived from predictive models should be considered representations of general patterns.
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Summary

Section C. Abiotic Change Agents provides the detailed descriptions, methods, datasets,
results, and limitations for the assessments of climate change, fire, and permafrost. The
assessment of climate change includes cliomes and relationships to vegetation.
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1. Climate Change

Climate was selected as a Change Agent (CA) for all Rapid Ecoregional Assessments (REAS)
by the Bureau of Land Management (BLM). Current projected climate and future changes in
projected climate are assessed in this section using landscape scale model outputs. Feedback
relationships between climate and other CAs (fire and permafrost) and between climate and
Conservation Elements (CEs) are also addressed in this section. Climate variables assessed in
this section include temperature, precipitation, summer warmth index, snow day fraction, date of
freeze, date of thaw, and climate clusters (“cliomes”) that are based on monthly temperature
and precipitation data. Other strongly climate-linked factors, including fire and permafrost, are
addressed in Sections C.2 and C.3, respectively.

1.1 Introduction to Climate Change

The climate of far northern ecosystems is changing rapidly, resulting in thawing permafrost,
altered hydrology, and shifting biological processes; warming is predicted to continue to be
more extreme at high latitudes relative to almost anywhere else on the planet. Predicting the
magnitude and effects of these changes is crucial to planning and adapting (Hinzman et al.
2005). Not only are Arctic and sub-Arctic systems vulnerable to climate shifts, but they are also
central to feedbacks important to global systems (Chapin et al. 2005). Climate change will likely
drive multiple types of change in the Central Yukon (CYR) study area. Climate variables can
directly impact Coarse-filter and Fine-filter CEs, but are also part of feedback loops with other
CAs, such as fire and invasive species.

Computer models that simulate relationships between climate, vegetation, and fire are important
tools for understanding and projecting environmental change (Kittel et al. 2000, Rupp et al.
2007). Baseline data (1981-2010) provided information on recent climate in the CYR study
area. We employed simulation models to assess current, near-term future, and long-term future
climate change. Current, near-term future, and long-term future time frames were defined as
decadal averages for the 2010s, 2020s, and 2060s, respectively. Throughout this assessment,
seasons were defined based on standardized definitions: “winter” is December—February,
“spring” is March—May, “summer” is June—August, and “fall” (autumn) is September—November.
Climate data were primarily derived from datasets created and managed by the Scenarios
Network for Alaska and Arctic Planning (SNAP), with subsets of the available data selected
based on the needs of the project.

Historical Climate

Historical weather station data for the CYR study area were limited, particularly in the north and
higher elevations, where the coldest conditions might be expected. Winter temperatures were
coldest in Circle and warmest in Kotzebue, due to coastal influences, with a difference of about
6 °C. In contrast, Kotzebue stood out as the coldest community in the spring. In summer,
Fairbanks was the warmest site, but variation in summer temperatures was low among regions.
Annual precipitation was relatively uniform—and quite low—across the study area. Seasonally,
however, patterns varied. For example, while Tok was the driest site, it received the highest
precipitation in June and July. Kotzebue, in contrast, received more precipitation annually but
was very dry in early summer. Mean monthly temperature and precipitation from climate
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stations in the CYR study area for the period of 1981-2000 are presented in Table C-1 and
Table C-2 (historical climate station data from Alaska Climate Research Center, ACRCY).

Table C-1. Mean monthly temperature from climate stations in the CYR study area for the period of
1981-2010 (°C).

Station Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec | Annual
Circle -25.9 | -235 | -17.1 -3.4 7.2 13.7 15.0 11.0 4.2 -7.4 -19.8 -24.1 5.7
Fairbanks | -22.2 | -185 | -11.4 0.3 9.7 15.8 16.9 13.4 7.2 -4.3 -16.3 -20.1 -2.4
Galena -22.9 | -18.4 | -13.1 -3.3 7.4 14.8 15.9 12.4 6.7 -4.7 -15.3 -19.9 -3.3
Kotzebue | -19.3 | -18.2 | -17.2 -10.4 -0.1 7.6 12.6 10.9 5.7 -4.3 -12.7 -16.5 -5.1
Tok -24.1 | -19.2 | -121 -0.3 7.9 135 15.3 12.1 5.8 -5.6 -179 | -22.6 -3.9

Table C-2: Mean monthly precipitation from climate stations in the CYR study area for the period of
1981-2010 (rainwater equivalent in mm).

Station Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual
Circle 14.0 10.4 6.4 8.6 16.0 52.3 47.8 48.3 29.7 23.4 16.3 16.8 289.8
Fairbanks 14.7 10.7 6.4 7.9 15.2 34.8 54.9 47.8 27.9 211 17.0 16.3 274.6
Galena 16.8 16.8 14.5 7.9 10.2 36.3 50.0 56.6 36.1 26.9 19.6 22.6 314.2
Kotzebue 15.7 16.8 11.2 13.7 10.4 14.7 36.8 55.4 40.1 25.7 19.6 19.3 279.4
Tok 8.6 53 5.3 4.3 16.8 52.3 55.4 27.2 21.8 15.2 15.5 12.2 240.0

1.2 Methods

The finest-scale and most reliable climate data available for Alaska were projections
downscaled by SNAP from the five Global Circulation Models (GCMs) that perform best in the
far north. Global Climate Models (GCM) were developed by various research organizations
around the world. At various times, the United Nations Intergovernmental Panel on Climate
Change (IPCC) calls upon these organizations to submit their latest modeling results in order to
summarize and determine the current scientific consensus on global climate change. There
have been five assessment reports from the IPCC (in 1990, 1995, 2001, 2007, and 2014). In
support of the more recent reports, the Coupled Model Intercomparison Project (CMIP) was
initiated. Although the Fifth Assessment Report contained the most contemporary estimates of
climate change, the data were not available prior to the beginning of this assessment.
Therefore, we used the CMIP3 model outputs from the IPCC’s Fourth Assessment Report
(AR4).

SNAP obtained GCM outputs from the Lawrence Livermore National Laboratory Program for
Climate Model Diagnosis and Intercomparison (PCMDI) data portal. PCMDI supports CMIP and
is dedicated to improving methods and tools for the diagnosis and intercomparison of GCMs.
SNAP used the first ensemble model run and the historical 20C3m scenario as well as the
projected B1, A1B, and A2 datasets for downscaling, representing optimistic, mid-range, and
slightly more pessimistic (but not extreme) emissions scenarios (IPCC SRES 2000).

Averages of the five best-performing GCMs were downscaled to 771-m resolution for Alaska
using the Delta method (Fowler et al. 2007, Prudhomme at al. 2002) and PRISM (Parameter-

1 See http://climate.gi.alaska.edu/
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elevation Regressions on Independent Slopes Model) interpolated data (Daly et al. 2008), which
takes into account slope, elevation, aspect, and distance to coastlines. The five GCM average
was selected to minimize uncertainty resulting from model bias, and to match other climate
change work done in Alaska. The downscaling method was calibrated based on historical
climate data from 1971-2000. Decadal averages were generated instead of using data for
single years to reduce error resulting from the stochastic nature of GCM outputs, which mimic
the true inter-annual variability of climate.

Outputs derived from these climate datasets included temperature and precipitation at monthly
resolution. These data were also analyzed to create multiple derived climate datasets. Based on
interpolation of running means, we created datasets estimating the date at which temperatures
cross the freezing point in the spring and fall (termed “date of thaw” and “date of freeze”). In
addition, we used temperature data to create spatial estimates of monthly estimated snow day
fraction.

This assessment focused on the A2 emissions scenario, which describes a heterogeneous
world with high population growth, slow economic development, and slow technological change.
As such, it ultimately predicts high carbon emissions, as less developed nations are driven to
higher burning rates of dirty fuels, with few population checks or cleaner technologies to temper
these emissions. However, the most rapid change does not occur until later in this century, with
considerable lag time, since slow economic development suggests few immediate increases in
worldwide fuel use. Several recent studies show that many factors that are likely to increase
greenhouse gas concentrations now appear greater than they were originally calculated to be
for the A2 scenario. These include biological and geological carbon-cycle feedbacks, such as
the weakening of the oceanic carbon sink and the acceleration of release of methane from
thawing permafrost, and actual measurable increases in greenhouse gas emissions, which have
accelerated recently (Fussel 2009). The A2 scenario outputs fall between those of RCP 6 (a
mid-range pathway in which emissions peak around 2080, then decline) and RCP 8.5, the most
extreme pathway, in which emissions continue to rise throughout the 21st century (Rogelj et al.
2012).

In this report, we examine the relationship between current, near-term, and long-term climate
variables. Due to the formatting of climate data as decadal means, current climate was
represented by model output for the decade 2010-2019, near-term climate was represented by
the decade 2020-2029, and long-term climate was represented by the decade 2060-2069. All
data presented in map form in the Results section have been served in raw form at 771-m
resolution. It was determined that producing tabular output for all 5th-level HUCs would be
cumbersome and of little use to managers. However, given the particular interest in changing
climate in communities and immediately surrounding areas, we extracted data for all 5th-level
HUCs that contain communities. Some of these outputs are presented in tabular form.

The REA included a comparison of the distribution of CEs with the status of CAs, termed the
core analysis, and a management-driven analysis of specific questions, termed Management
Questions (MQs). For the purposes of addressing both the MQs and the core analysis, we
provided both primary and derived climate data as described above and as listed below in Table
C-3. These datasets were used in the discussion and analysis of climate change. A subset of
these data was also selected to analyze the potential impacts of climate change on CEs, based
on attributes and indicators determined from the literature. These datasets were used in
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conjunction with CE distributions as the basis for the spatial analysis of the potential impacts of
CAs on CEs.

Table C-3. Climate source data used in the REA analysis.

Dataset Name Data Source
Baseline temperature data, 1971-2000, 771-m resolution. SNAP/PRISM
Baseline precipitation data, 1971-2000, 771-m resolution. SNAP/PRISM
Monthly precipitation projections, CMIP3/AR4, A2 emissions scenario, 5-model SNAP
average, 771-m resolution, decadal means, 2010s, 2020s, 2060s.
Monthly temperature projections, CMIP3/AR4, A2 emissions scenario, 5-model SNAP
average, 771-m resolution, decadal means, 2010s, 2020s, 2060s.
Date of thaw projections, CMIP3/AR4, A2 emissions scenario, 5-model average, SNAP
771-m resolution, decadal means, 2010s, 2020s, 2060s.
Date of freeze projections, CMIP3/AR4, A2 emissions scenario, 5-model average, SNAP
771-m resolution, decadal means, 2010s, 2020s, 2060s.
Length of growing season projections, CMIP3/AR4, A2 emissions scenario, 5-model SNAP
average, 771-m resolution, decadal means, 2010s, 2020s, 2060s.
Monthly snow day fraction projections, CMIP3/AR4, A2 emissions scenario, single-
model outputs for five models, 771-m resolution, decadal means, 2010s, 2020s, SNAP
2060s.
Cliomes, 18-cluster data, 2-km resolution, based on SNAP monthly temperature

e SNAP
and precipitation date

The process model of downscaled climate products (Figure C-1) demonstrates the linkages
between source data, intermediate results, and final products or outputs. Fire and permafrost
will be discussed separately. Outputs are described below.

Temperature

Given that it would be impractical to include all twelve months of temperature as map outputs in
this document, we focused our analysis on outputs for the hottest month (July) and coldest
month (December). Note that other months (or averages across months) were used as
appropriate based on attributes and indicators when analyzing temperature in relation to specific
CEs.
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Figure C-1. Process model of downscaled climate products.

Precipitation and Snow Day Fraction

We similarly focused our analysis of precipitation and snow day fraction on a subset of the data.
In this case, we present map outputs for three-month averages for summer (June, July, August)
and winter (December, January, February) precipitation, as well as mean annual precipitation.

Precipitation data do not distinguish between rainfall and snowfall. However, assessing many
crucial ecosystem effects and impacts to CEs requires clearer knowledge of snow patterns,
particularly with regard to the total length of the snow season, the likelihood of rain-on-snow
events, and potential changes in snow cover, snow pack, and timing and season of snowmelt
and runoff. While some of these issues remain as data gaps, estimates of snow day fraction
(the percentage of days in which any precipitation that falls is likely to be snow, as opposed to
rain, for a given month) helped inform the core analysis and address management questions for
this REA. These estimates were produced by applying equations relating snow day fraction to
downscaled decadal average monthly temperature. In order to provide the greatest accuracy,
separate equations were used to model the relationship between decadal monthly average
temperature and the fraction of wet days with snow for seven geographic regions covering the
entire state (McAfee et al. 2013).

Date of Freeze, Date of Thaw, and Length of Growing Season

Estimated ordinal days of freeze (DOF) and thaw (DOT) are calculated by assuming a linear
change in temperature between consecutive months. Mean monthly temperatures are used to
represent daily temperature on the 15th day of each month. When consecutive monthly
midpoints have opposite sign temperatures, the day of transition (freeze or thaw) is the day
between them on which temperature crosses 0 °C. These calculations are only an estimate of
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the true occurrence of freeze and thaw. True transitions across the freezing point may occur
several times in a year, or not at all. Moreover, it should be kept in mind that these metrics are
not equivalent to notions of freeze and thaw (or “freeze-up” and “breakup”) in common parlance,
since these generally refer to the behavior of river ice, sea ice, or frozen soils. Lag times can be
expected before these occurrences take place, and these lag times will vary based on
characteristics of the water body in question. However, changes in these metrics between time
periods can be used as estimates or proxies for changes in ecologically important variables that
depend on seasonal timing or season length.

The length of growing season refers to the number of days between the days of thaw and
freeze. It is measured in units of time (days). Although length of growing season (LOGS) does
not correspond exactly to any ecological or social metric of summer season length, the term is
used in this assessment in order to maintain consistency with source datasets and with other
REA reports, which use the same terminology. Selecting a single metric and associated term to
represent the length of the warm season is problematic, because different thresholds and lag
times apply to different variables. With regard to most management questions, projected
changes in LOGS may prove more pertinent that total number of days. Changes over time can
serve as a proxy for equivalent changes in several related metrics, including actual growing
season length for given species of vegetation and number of ice-free days on various
waterbodies.

Summer Warmth Index

Summer warmth index (SWI) was calculated as the sum of mean monthly temperatures > 0 °C.
SWI is an index that has been used to measure linkages between climate change and changes
in vegetation. SWI can be used instead of DOT, DOF, LOGS, and July temperature data or in
conjunctions with these metrics to determine potential impacts to CEs, depending on whether a
species or assemblage is more dependent on the duration, extremes, timing, or overall warmth
of the summer season. While LOGS is measured in units of time, SWI is measured in units of
degrees Celsius.

Cliomes

Climate-biomes, or “cliomes,” were initially created as part of a collaborative effort between
multiple agencies in Alaska and Canada (SNAP 2012). Cliomes refer to climate groupings
derived by clustering regions of greatest similarity based on baseline climate variables (12
months of downscaled temperature data and 12 months of downscaled precipitation data for the
period of 1971-2000). At the core of the project was the idea of using progressive clustering
methodology, existing land cover classifications, and historical and projected climate data to
identify areas likely to undergo ecological pressure, given climate change. Cliome results and
data are intended to serve as a framework for research and planning by land managers and
other stakeholders with an interest in ecological and socioeconomic sustainability.

Using climate projection data from SNAP and input from project leaders and participants (SNAP
2012), the project modeled projected changes in cliomes. The 18 Cliomes used in this project
were identified using the combined Random Forests™ and Partitioning Around Medoids
clustering algorithms, which are defined by 24 input variables (monthly mean temperature and
precipitation) used to create each cluster.

This overview focuses on defining these clusters as characteristic climate types, rather than as
vegetation-linked or biome-linked groupings, although managers may be able to draw some
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inferences with regard to the latter. Linking climate change to changes in vegetation, biomes,
and ecosystems is complex. While climate is ultimately a key determinant of biome
characteristics, biomes are also shaped by spatial features (e.g., mountains and rivers).
Moreover, time delays occur between changing climate and changing biomes due to the
mechanics associated with processes such as disturbance propagation and seed dispersal.
Shifts in vegetation are occurring in the far north along with changes in climate; however, it is
also clear that, the connections between these two variables are neither equal nor obvious.
Studies show that shifts may occur as unstable, nonlinear threshold shifts rather than as smooth
transitions (Scheffer et al. 2012).

Cliomes are climate groupings that land managers—or others familiar with the current
landscape—may associate with broad species assemblages or communities, although they are
not directly biologically linked. However, projections from the cliomes model serve as indicators
of potential change and/or stress to ecosystems, and can be used as a proxy for the magnitude
of climate change expected. Cliomes were spatially compared to four different land cover
designation systems (see SNAP 2012) to help define the prevailing conditions of each cliome.

A projected shift from one cliome to another indicates that systems are likely to experience
stress due to changes in climate conditions. As a result, species assemblage may change. A
one-to-one correspondence between cliome change and species assemblages is not expected,
however, since they represent very different ways of looking at habitat. While all 18 cliomes
were created so as to be as mathematically disparate as possible, the difference between mean
values (“medoids”) for any two clusters varies. A shift from cluster 1 to cluster 18 represents the
greatest possible change, within the confines of the original clustering area. If this difference is
defined by a value of approximately 1.0, the relative magnitude of all other possible shifts can
be compared in terms of that difference. Table C-4 shows the relative distances between
clusters.
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Table C-4. Relative differences of mean values (“medoids”) between 18 cliomes (climate clusters).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
0.07
0.14  0.08

0.17 011 0.05

0.14 0.07 0.05 0.07

0.19 012 0.07 0.06 0.05

025 018 012 0.08 0.11 0.06

036 029 022 019 023 017 013

030 023 016 013 017 0.12 0.06 0.08

049 042 035 032 035 030 026 013 021

030 023 016 013 016 010 005 010 0.06 0.21

038 032 025 021 025 019 0.13 0.07 0.09 0.16 0.09

033 026 019 017 021 018 0.16 014 014 019 013 0.14

0.61 054 047 044 047 041 036 024 032 011 031 024 027

051 044 037 034 037 031 026 014 021 015 021 013 023 0.18

047 040 033 029 033 027 022 013 017 015 017 008 017 019 0.07

098 091 08 081 08 079 075 063 070 049 070 063 065 039 056 0.58
18 058 051 044 041 044 039 033 022 028 016 030 021 032 017 010 0.17 0.53

W W N oo A W N

B oR R R R R R R
N oo B W N R O

Uncertainty

Uncertainty and stochasticity are inherent to the predictive models used to create climate
projections. Predictions are imperfect for several reasons, including uncertainty related to future
human behavior and future releases of greenhouse gases; uncertainty related to the complexity
of creating global circulation models; and uncertainty related to the inherent variability of
weather, even in the face of clear climate trends.

Uncertainty related to human behavior is addressed by the IPCC via differing RPCs, but, as
described under Datasets, divergence in model outputs remains minor until late in the century,
beyond the scope of this project. Uncertainty related to disparities in modeling methods,
assumptions, and accuracy are addressed, also as described under Datasets, by using a
composite of the five regionally-best-performing GCMs. Our methods for addressing the third
source of uncertainty—that is, uncertainty related to the models’ propensity to mimic the natural
month-to-month, year-to-year, and even decade-to-decade variability seen in real climate
data—will be discussed further below, in the separate Temperature and Precipitation sections.

1.3 Results

Due to the resolution of the climate data and the most appropriate and manageable level to
discuss and analyze it, some outputs were given in tabular form at the resolution of ecoregions.
These ecoregions were carefully selected, based on examination of the published literature and
additional application of expert opinion, in order to capture east-west ecological zones as well
as north-south delineations (Nowacki et al. 2001). Nine such ecoregions were defined within the
CYR study area, as shown in Figure C-2. In cases where the CYR study area included only
small portions of ecoregions as defined by Nowacki et al. (2001), regional analysis would not
have offered enough data to be meaningful. Thus, we combined these fragments into larger
regions with some similar ecological characteristics, e.g. the Tanana-Kuskokwim-Yukon
lowlands.
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Figure C-2. Ecoregions modified from Nowacki et al. (2001) within the CYR study area.

Monthly, seasonal, and annual temperatures and precipitation are all projected to increase in
the CYR study area, with higher uncertainty associated with precipitation than with temperature.
Temperature increase is expected to be relatively minimal in the near future. In the long-term,
however, climate warming trends are clear. Precipitation increases are more pronounced in the
near-term, with the rate of change appearing to decelerate in the long-term.

Temperature Uncertainty Analysis

As described under Methods, some of the major sources of uncertainty in temperature
projections were addressed via model selection. However, we additionally sought a way to
address the uncertainty associated with the natural stochasticity built into all GCMs. Each of the
five models used to create the composite model has its own built-in variability that mimics the
natural fluctuations of weather patterns across relatively short time frames. GCMs are designed
to replicate accurate mean values for climate variables, as well as normal variability in weather
patterns attributable to such factors as daily and monthly weather variations and longer-term
fluctuations such as the Pacific Decadal Oscillation. In any given model, some months will be
warmer than expected, and some cooler. Thus, the standard deviation among model outputs
can serve as a measure of uncertainty. Assessments based on mean GCM values can be
considered to be more robust if trends in those mean values fall outside at least one standard
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deviation of the means of multiple models, suggesting a greater than two-thirds likelihood that a
trend is attributable to climate change rather than to weather variability.

Cross-model standard deviations for temperature are shown in Table C-5. These values are
calculated across decades and across all pixels in the study area. Inter-model variability is
higher in winter and spring months than in summer and autumn. When averaged across all
twelve months, inter-model variability is fairly consistent across decades. Using a single
averaged value helps the potential variation for any given cell is, on average, 1.2 °C (Table
C-5). Thus, projected shifts in temperature greater than 1.2 °C are likely (68%) to actually be
observed, while changes of less than 1.2 °C could be due to model variability and may not
represent actual changes. Changes of more than 2.4 °C (two standard deviations) represent
actual changes that are likely (95%) to be significant.

Table C-5. Inter-model variability (one standard deviation) for monthly temperature projections by
decade.

Jan | Feb | Mar | Apr | May [ Jun | Jul | Aug | Sep | Oct | Nov | Dec | mean
2010s | 2.6 1.2 2.3 1.6 07 |12|08| 07 | 06 | 08 | 1.8 | 0.9 13
2020s | 1.8 25 1.7 14 09 | 08| 05| 05|04 |04 | 11| 22 1.2
2030s | 2.0 2.3 1.2 14 04 | 07|14 | 08 | 06 | 13| 22 | 14 1.3
2040s | 1.2 1.9 1.8 1.3 11 (10 12| 10 | 07 | 1.3 | 1.2 | 25 14
2050s | 2.5 17 1.0 14 08 | 10|16 | 09 | 06 | 09 |07 | 09 1.2
2060s | 2.5 1.3 1.7 0.8 06 |13|12| 10 | 08| 08 | 11 | 13 1.2
mean | 2.1 1.8 1.6 1.3 08 |10| 11|08 | 06 | 09 | 14 | 15 1.2

Temperature

Results are presented region-wide and by ecoregion, including maximum and minimum values
at the 771-m pixel resolution used in the model.

Model outputs show warming trends for the warmest month of the year (Figure C-3). Trends are
more pronounced in the long-term future than in the near-term future. When analyzed by
ecoregion (Figure C-4), it becomes clear that variability across regions is high, and variability is
particularly pronounced within regions (range of values shown by bars).

In the coldest month, trends are more pronounced than in the summer, and are also more
pronounced in the long-term future than in the near-term future (Figure C-5). Figure C-6 shows
these trends by ecoregion.
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Figure C-3. Current, near-term, and long-term mean July temperature (°C) in CYR study area.
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Figure C-4. Mean July temperature projections (°C) by ecoregion. Colored bars represent mean values,
and bars show the full range of values for all pixels.
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Figure C-5. Current, near-term, and long-term mean January temperature (°C) of the CYR study area.
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Figure C-6. Mean January temperature projections (°C) by ecoregion. Colored bars represent mean
values, and bars show the full range of values for all pixels.

Summer Warmth Index

SWI ranges widely across the study area: from colder ecoregions, such as Brooks Range
(33.4°C), to the warmest ecoregions, such as Yukon-Old Crow (57.6 °C) (Figure C-7).
Increases in SWI of between 6 and 7 °C are projected across the REA. Changes in SWI are
expected to be relatively similar among ecoregions in the REA; however, the ecological results
of these changes may be quite different.
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Figure C-7. Current, near-term, and long-term SWI in the CYR study area. Table summarizes mean SWI
values by ecoregion with total long-term change.

Precipitation Uncertainty Analysis

As for temperature projections, assessments based on mean GCM values can be considered
more robust if trends in those mean values fall outside at least one standard deviation of the
means of multiple models. Because precipitation is more variable than temperature across
space and time, variability and uncertainty tend to be greater for precipitation than for
temperature.

Cross-model standard deviations for precipitation are shown in Table C-6. These values are
averaged across decades and across all pixels in the study area. The potential variation for any
given cell is, on average, 5.5 mm (Table C-6). Thus, shifts greater than 5.5 mm are likely (68%)
to represent actual change due to shifting climate rather than just variability in weather patterns.
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Changes of more than 11 mm (two standard deviations) are highly likely (95%) to be attributable
to climate change. This, however, should be viewed as an estimate as inter-model variability
appears to be higher in summer months than the rest of the year.

Table C-6. Inter-model variability (standard deviation) for monthly precipitation projections by decade.

Jan | Feb | Mar | Apr | May | Jun Jul Aug Sep | Oct | Nov | Dec | mean
2010s 3.8 2.2 24 1.7 3.3 9.3 5.8 8.1 8.5 4.0 2.8 3.9 4.7
2020s 4.4 29 2.3 24 2.7 13.9 6.8 12.2 7.4 3.8 4.5 5.2 5.7
2030s 5.9 3.2 2.9 3.3 3.3 51 8.3 10.3 6.6 4.9 5.9 3.5 53
2040s 29 3.9 2.0 1.8 4.4 8.1 7.7 8.5 8.4 4.1 4.1 6.3 5.2
2050s | 4.7 2.9 3.3 3.7 4.6 8.3 7.2 115 | 104 | 538 4.9 4.2 6.0
2060s | 6.5 31 25 3.7 3.2 104 | 114 | 12.0 8.8 4.2 3.7 5.9 6.3
mean 47 3.0 2.6 2.8 3.6 9.2 7.9 104 8.4 4.5 4.3 4.8 5.5

Precipitation

Currently, precipitation varies widely across the region, from a minimum of about 220 mm of
annual rainwater equivalent to a maximum of about 1900 mm. The wettest values are
represented by only a very small number of pixels, in high mountain areas; the majority of the
region does not experience more than 550 mm annually. The driest zones cover a relatively
large area of the Interior flats, centered around Fort Yukon.

Model outputs project slight increases in precipitation over time, across all seasons. Annual
precipitation (Figure C-8) is projected to increase fairly steadily, but not dramatically, over time.
When these results are broken down by ecoregion and by season (Figure C-9, Figure C-10), it
can be seen that near-term increases in summer precipitation are slight or absent, while long-
term changes are more noticeable, although more pronounced to the north, and less so to the
south and east. In general, greater increases are expected in areas that are already wetter,
suggesting that increases are fairly proportional across the entire region. Winter precipitation is
also expected to see larger increases to the north, but in this case, increases are more
pronounced in the near-term, and seem to level off in the long-term.

These model results suggest that near-term increases in summer precipitation could be offset
by changes in seasonality and evaporation (due to temperature increases), changes in drainage
(due to permafrost changes), or changes in transpiration (due to shifts in vegetation). Thus, total
water availability during crucial fire-prone months may actually be lower than historical levels.
And, as will be discussed under snow day fraction, increases in winter precipitation may not
translate to increases in snowpack. However, it should be repeated that uncertainty in
precipitation projections is relatively high.
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Figure C-8. Current, near-term, and long-term total mean annual decadal precipitation (mm) in the CYR
study area.
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Figure C-9. Current, near-term, and long-term total mean summer decadal precipitation (mm) in the CYR

study area. Table summarizes mean precipitation (mm) by ecoregion with overall change in mean
precipitation.

C-18


https://www.arcgis.com/home/webmap/viewer.html?url=https://landscape.blm.gov/cyrarcgis/rest/services/CYR_2013/CYR_CL_CNL_Precipitation_A2/MapServer

Section C. Abiotic Change Agents

Current (2010s) Near-Term Future (2020s)

Minimum: 19 G5 Minimum: 21
Maximum: 404 Maximum: 455

Long-Term Future (2060s) Ecoregion 2010s  2020s  |2060s f: ;8235()2 o

Brooks Range 79| 88 95 16|

hd Davidson Mountains 53 58 65 12

Kobuk Ridges and Valleys 72 81 84 12

Kotzebue Sound Lowlands 63 71 71 8

North Ogilvie Mountains 59 65 68 9

Ray Mountains 74 83 86 12|

Tanana-Kuskokwim-Yukon Lowlands 64 73 73 9

Minimum: 23 Yukon-Old Crow Basin 51 55 60 9
Maximum: 457

Yukon-Tanana Uplands 58 64 65 7

Decadal Mean Winter

Total Precipitation (mm) 100 200 Mil
nes N

0
B Lessthan30 [ | 11110130 ———
I 30t0 50 ] 13110150 0 100 200 300 400 Kilometers A
[s1t070 [ 151 to 200

[ 7109 I Greater than 200

[ Jotto110

Figure C-10. Current, near-term, long-term total mean winter decadal precipitation (mm) in the CYR study
area. Table summarizes mean precipitation (mm) by ecoregion with overall change in mean precipitation.

Snow Day Fraction and winter rainfall

Figure C-11 shows snow day fraction (SDF) for the shoulder season months, May and
September. Snow day fraction represents the fraction of days on which precipitation would be
expected to occur as snow, if it were to occur at all. Most noticeable shifts in SDF are expected
in the shoulder seasons, with snow arriving later in the season, and disappearing sooner in the
spring. For example, in the greater Kotzebue area, the maps show that on any many as half of
all days in May on which precipitation falls, it currently arrives as snow. However, by the 2060’s
that percentage is expected to drop to less than 20%. Likewise, across the broad lowlands
surrounding Fort Yukon, during the current decade, on 10% to 20% of days in September in
which precipitation occurs, that precipitation is likely to be snow. By the 2060s, that percentage
is expected to fall below 10%.
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Almost all precipitation in other months is expected to continue to occur as snow. However,
even small amount of rainfall during winter months (rain on snow events) can have profound
ecological impacts (Wilson et al. 2013). Figure C-12 shows the projected winter rainfall (sum of
totals for November through March) for each ecoregion in the study area. Substantial increases
are expected over time.

Current (2010s)

Current (2010s)

September ‘ September

Mean Decadal Snow Day Fraction

[ Jo%w-10% | 51%-60% N 4 (S
[ J11%-20% [ 61%-70% A e
B 21%-30% [ 71% - 80%

B sie-40% [ ] 81%-90% i Bobiiie

0
P 41%-50% | ] 91%-100% e
0

100 200 300 400 Kilometers

Figure C-11. Current and long-term mean decadal snow day fraction in shoulder season months May
and September in the CYR study area.
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Figure C-12. Projected rainfall (mm) during the five most snow-dominated months (November-March) by
ecoregion and decade.

Date of Freeze, Date of Thaw, and Length of Growing Season

Mean decadal DOF is projected to shift marginally between the current decade (2010s) and the
near-term future. A change of six or seven days in the fall is projected by the long-term future,
as can be seen in Figure C-13.
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Current (2010s) Near-Term Future (2020s)

Minimum: Primarily Frozen S Minimum: Primarily Frozen
Maximum: October 10 Maximum: October 10
Long'Term FUture (20605) % Ecoregion Current lNear-term Long-term Ch:ZSZTJé:)‘s);DS
Brooks Range 19-Sep 20-Sep 26-Sep 7
Davidson Mountains 23-Sep 24-Sep 29-Sep 6
Kobuk Ridges and Valleys 30-Sep 1-Oct 7-Oct 7
Kotzebue Sound Lowlands 2-Oct 2-Oct 9-Oct 7
North Ogilvie Mountains 29-Sep 30-Sep 5-Oct 6
Ray Mountains 30-Sep 30-Sep 6-Oct 6
Tanana-Kuskokwim-Yukon Lowlands 2-Oct 2-Oct 8-Oct 6
Minimum: August 8 Ly Yukon-Old Crow Basin 29-Sep 30-Sep 5-Oct 6
Maximum: October 15
Yukon-Tanana Uplands 29-Sep 30-Sep 5-Oct 6

Mean Decadal Date of Freeze

- Primarily Frozen [: September 22 - September 26 N
- Before September 6 |:] September 27 - October 1 A
:| September 7 - September 11 |:| October 2 - October 6

E September 12 - September 16 - October 7 - October 11 100 200 Miles

0
C] September 17 - September 21 - October 12 - October 16 i o l T T : |
0 100 200 300 400 Kilometers

Figure C-13. Current, near-term, and long-term mean decadal date of freeze in the CYR study area.

Date of thaw is projected to shift slightly earlier between the current decade (2010s) and the
near-term future as well as between near-term future and the long-term future (Figure C-14).
The total change by the 2060s, 2—4 days, is less than that projected for DOF.

Length of growing season is projected to increase across the CYR study area, with subtle in the
near-term future and marked shifts by the long-term future (Figure C-15). Total change in LOGS
is expected to be anywhere from 6-14 days, varying spatially (Figure C-16). When analyzed by
ecoregion (Table C-7), the greatest changes are noted in the Kotzebue Sound Lowlands, the
Kobuk Ridges and Valleys, and the Brooks Range.
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In this region with a short summer season, small changes in these LOGS are expected to
trigger changes in vegetation distribution and phenology, impacting wildlife suitability and
habitat.

Near-Term Future (2020s)

Current (2010s)

Minimum: April 7
Maximum: Primarily Frozen

Minimum: April 8
Maximum: Primarily Frozen

Long'Te rm FUture (20605) Ecoregion Current | Near-term | Long-term Ch::gzeog)‘gos
Brooks Range 8-May 7-May 5-May 3
Davidson Mountains 1-May 30-Apr 28-Apr 3
Kobuk Ridges and Valleys 28-Apr 28-Apr 24-Apr 4
Kotzebue Sound Lowlands 8-May 6-May 4-May 4
North Ogilvie Mountains 20-Apr 21-Apr 18-Apr 2
Ray Mountains 21-Apr 21-Apr 18-Apr 3
Tanana-Kuskokwim-Yukon Lowlands 19-Apr 19-Apr 15-Apr 4

Minimum: Apff’ 3 ; Yukon-Old Crow Basin 21-Apr 22-Apr 19-Apr 2

Maximum: July 8 &
Yukon-Tanana Uplands 18-Apr 19-Apr 15-Apr 3

Mean Decadal Date of Thaw

B seforeAprii 11 [ | May 1-May5
-April11-ApriI15 |:| May 6 - May 10
[ Aprit 16 -Aprii20 [ ] May 11 - May 15
[ | Aprit21-Aprii2s [ Atter May 15
[ | Aprii26-Aprii30 [l Primarily Frozen

0 100 200 Miles

| | |

T T

0 100 200 300 400 Kilometers

Figure C-14. Current, near-term, and long-term mean decadal date of thaw in the CYR study area. Table
summarizes date of thaw by ecoregion.
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Current (2010s) Near-Term Future (2020s)

Minimum: 0 Minimum: 0
Maximum: 186 Maximum: 185
Long-Term Future (2060s) e IE..M,,
: Brooks Range 134 136 144 10
Davidson Mountains 146 147 154 8
Fort fuion
Kobuk Ridges and Valleys 155 156 165 10
Kotzebue Sound Lowlands 147 149 158 11
Faitha i North Ogilvie Mountains 162 162 170 8
Airbanics
Ray Mountains 162 162 171 9
Tanana-Kuskokwim-Yukon Lowlands 167 167 176 9
Minimum: 31 . Yukon-Old Crow Basin 161 161 169 8
Maximum: 195
Yukon-Tanana Uplands 164 164 173 9

Mean Decadal Length of Growing Season (days)

B Lessthan 135 [ 156 to 160
I 13510 140 B 1610 165
[ |141t0145 B i66t0 170
[ | 146t0 150 B 71t0175
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L

0 100 200 300 400 Kilometers

Figure C-15. Current, near-term, and long-term mean decadal length of growing season in the CYR study
area. Table summarizes length of growing season by ecoregion.
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Figure C-16. Change in length of growing season (in days) from current to long-term future in the CYR
study area.

C-25


https://www.arcgis.com/home/webmap/viewer.html?url=https://landscape.blm.gov/cyrarcgis/rest/services/CYR_2013/CYR_CL_SnowDay_FreezeThaw_GrowingSeason_A2/MapServer

Section C. Abiotic Change Agents

Table C-7. Summary of change in DOF, DOT, and LOGS by ecoregion.
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Cliomes

Although this report offers detailed discussion of climate change modeling outputs in terms of
changes in discrete climate variables (i.e., monthly temperature and precipitation), it can be
difficult to view the impacts of 24 discrete variables on a complex system without additional
synthesis. This section attempts to simplify this effort by offering maps and tables that depict all
24 of these variables grouped into clusters in order to define regions with strong similarities in
overall climate, and to project how these clusters may shift over time (Figure C-17).
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The inset map of Alaska and western Canada depicts the original area across which 18 cliomes
were originally defined. All but one of the 18 cliomes are present in the CYR REA region in the
current, near-term, and long-term projections.

Projected shifts in cliome can serve as a proxy variable for overall climate shift, as it might affect
large-scale landscape variables such as biome composition. However, cliome shift cannot be
considered directly analogous to biome shift. Projections show marked shifts by 2060 along the
western coastal potion of the REA, as well as the loss of cliomes in the sub-Arctic areas in the
northern part of the CYR study area.

Cliome Descriptions
Each cliome can be viewed in terms of the 24 input variables used to create it, and described in
these terms.

The cliomes found in the CYR study area are described as follows:

o Cliome 1: This cliome is the coldest and driest of all 18, with a mean annual temperature
of -15.9 °C, an above-freezing season length of only 73 days, and a total of 61 mm and
55 mm or rainfall-equivalent in the below-freezing and above-freezing months,
respectively. As such it can be considered a high Arctic desert. With only 216 Growing
Degree Days (GDD) and 116 mm of precipitation, this cliome can be expected to be
severely limited in the vegetation it can support.

e Cliome 2: Cliome 2 is not found in this region.

e Cliome 3: This Arctic cliome has an unfrozen season length of 110 days. Mean annual
precipitation is 198 mm. The cold dry climate in this cliome is vegetation-limiting.
However, less harsh winters might be expected to allow encroachment by species that
would not be adequately cold-tolerant to survive in Cliome 1.

e Cliome 4: This cliome is characterized by dry conditions similar to other Arctic cliomes.
Winters are similar to cliome 3, with mean January temperatures of about -28 °C.
Summer temperatures are warmer, however, with July mean temperatures of about 10
°C, more than 5 °C warmer than Cliome 1 and 2 °C warmer than Cliome 3.

e Cliome 5: This Arctic cliome shows some Interior influences, with cold winters, late
springs, and relatively warm summers. Precipitation is greater than in any of the
preceding cliomes (about 20% higher than Cliome 4 and more than 100% higher than
Cliome 1), and precipitation totals 243 mm annually. Fall precipitation accounts for most
of this difference. The above freezing season is a mere 114 days, shorter than that of
Cliome 4 and equivalent to that of Cliome 3.

e Cliome 6: This cliome displays slightly warmer and wetter Interior-Arctic climate
conditions, with 12% more precipitation than Cliome 5 and a mean annual temperature
2 °C warmer (-9.9 °C). While the number of ice-free days in this cliome compares to that
in Cliome 4, it exceeds all preceding cliomes in GDD by at least 18%, with a total of 945.

o Cliome 7: This climate grouping can be considered the first of the sub-Arctic or boreal
cliomes. These all feature summer temperatures that average about 10 °C for all three
summer months and precipitation exceeding 10 mm for all months. Warmer summers in
these cliomes mean that about 60% of total precipitation is expected to fall as rain. Of
cliomes 7-12, Cliome 7 has the coldest winters and driest summers, with January
temperatures and July precipitation not dissimilar to Cliomes 3-6. However, spring
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C-28

comes much sooner in this cliome and, yielding April and May temperatures roughly 5
°C warmer than any of the first six cliomes, and 1260 GDD.

Cliome 8: This cliome experiences summers similar to those in Cliome 7, with mean
temperatures of 9-13 °C typical in June—August, but milder winters and sharply
increased precipitation, particularly in summer months. Variability in rainfall is high,
however, and this cliome is still dry compared to most temperate regions. The mean
annual temperature is -4.0 °C, almost 4 °C warmer than any of the preceding cliomes.
Permafrost is still likely to be present over most of this cliome, although given
temperature variability, permafrost may be discontinuous.

Cliome 9: Winters in Cliome 9 are slightly warmer than Cliomes 7 and 11 and slightly
cooler than Cliomes 8 and 12. It is among the driest of the boreal cliomes, particularly in
fall and winter, meaning that projected snowfall is very low—only 107 mm of rainwater
equivalent for all below-freezing months combined. On the other hand, its GDD of 1349
is greater than all preceding cliomes by a margin of 89 GDD.

Cliome 10: This cliome has distinctly milder winters than neighboring cliomes. It is
distinct from others in the boreal zone by virtue of much higher precipitation (561 mm
annually), the majority of which falls during winter. These characteristics are typical of
coastal zones, with ocean-moderated seasons and more rain than Interior regions. Mild
winters yield a longer period of above-freezing days (173), but GDD is lower than that of
Cliome 9, due to cooler temperatures in June, July, and August. Notably, a mean annual
temperature of -0.8 °C suggests that permafrost in this cliome would be discontinuous.
Cliome 11: This cliome matches Cliome 7 very closely for mean monthly temperatures,
summer season length, and GDD, with cold winters (January mean = -28.4 °C) and
warm summers (July mean = 13.7 °C). However, the rainfall and snowfall patterns of
Cliome 11 are very different from that of Cliome 7 and other similar cliomes, with
390 mm annually as compared to 280 mm. Given that many boreal systems are water-
limited during the growing season, we might expect to see distinct vegetative differences
based on this difference in available moisture.

Cliome 12: Cliome 12 is only marginally wetter than Cliome 11 in terms of precipitation,
but is warmer in every month by a margin of 1-4 °C. This cliome experiences and
average of 1587 GDD, far exceeding all preceding cliomes, although the unfrozen
season is slightly shorter than that of the ocean-moderated Cliome 10, and the mean
annual temperature, at -4.0 °C, is colder than that of Cliome 10. Nonetheless, we would
expect some small areas of discontinuous permafrost within this cliome, e.g., on south-
facing slopes.

Cliome 13: Although contiguous with cliomes 11, 12, and 14 in our baseline maps, this
cliome is distinct for its much colder conditions in all months and seasons—a difference
that can be explained by elevation. The characteristics of Cliome 13 are typical of high-
elevation zones, with unfrozen season length and GDD in the range of Arctic Cliomes 4—
6. However, precipitation in Cliome 13—586 mm annually—is much higher than that of
these cold Arctic cliomes, and more similar to coastal Cliome 10. Unlike Cliome 10,
however, the majority of precipitation in Cliome 13 is expected to fall as snow.
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e Cliome 14: This cliome is warm and fairly wet, with the most moderate winters and the
highest precipitation of any cliome other than the extremely wet coastal rainforest
cluster. Mean annual temperature is above freezing (1.0 °C).

e Cliome 15: This is a sub-boreal cliome that experiences the same wide summer-winter
temperature range seen the in the boreal zone (-19 °C to +17 °C), but a much warmer
mean annual temperature (0.5 °C), meaning that Cliome 15 is likely to have limited
permafrost. Precipitation is moderate (474 mm annually) three quarters of which falls as
rain.

e Cliome 16: This cliome is similar to Cliome 15 in temperature patterns throughout the
year, although winters are somewhat colder, with January temperatures generally
between -20 and -25 °C. Precipitation is fairly high, although dwarfed by that of Cliome
17. Mean annual temperatures are below freezing here, suggesting more permafrost
than Cliome 15.

e Cliome 17: This cliome is the most distinct of all 18 cliomes defined. Its characteristics
are those of coastal rainforest, with 2248 mm of annual precipitation—vastly more than
any other cliome. Moreover, the temperature-modifying effects of the ocean mean that
Cliome 17 has mild winters, with January temperatures averaging -5.2 °C. Summers are
also ocean-moderated, and much cooler than surrounding cliomes

e Cliome 18: This is the hottest cliome, with a mean annual temperature of 3.6 °C, making
this cliome appropriate for a wide range of agricultural uses, as well as temperate native
species characteristic of prairies or grasslands. Hot summers coupled with only 442 mm
of precipitation annually are likely to make this system water-limited. Cliomes 17 and 18
are the only two identified that are likely to be free of permafrost.

Projected Cliome Shifts

Cliomes are expected to change in the near-term and long-term, as illustrated in Figure C-17.
The most marked long-term change is apparent in western (coastal) areas and in northern
(mountainous) areas. Figure C-18 shows areas of greatest and least change, based on the
projected number of times a cliome shifted to any other cliome between current, near-term, and
long-term. Areas shown in blue might be expected to experience less ecological stress than
those shown in red.

Projected shifts (Figure C-19) include declines in Cliome 9 (currently found in the southern
Brooks Range and Yukon/Old Crow Basin) and Cliome 11 (high Brooks Range), and
corresponding increases in Cliome 10 (now found on the southern Seward Peninsula and
coastal areas further south), and 14, 15, and 16 (northern portions of Canada’s prairie
provinces).
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Current (2010s) Near-Term Future (2020s)

1. Harsh winters, extremely
[T short very cold summers,
extremely dry.

3. Very cold winters, very
short cold summers, very dry.

O
U]
=
|

4. Very cold winters, short
cool summers, very dry.

5. Harsh winters, very short
cool summers, dry.

6. Very cold winters, short
warmish summers, dry.

O
O

7. Very cold winters,
[l short/moderate warmish
summers, dry.

8. Cold winters,
[ short/moderate warmish
summers, dryish.

9. Very cold winters,
B short/moderate slightly warm
summers, dry.

1961-1990 Baseline

Projected Decadal Cliomes - A2 Scenario

10. Cool winters, moderate
length warmish summers,
moderate precipitation.

11. Very cold winters,
short/moderate warmish
summers, dryish.

12. Cold winters, moderate
length warm summers, dryish.

13. Cold winters, short cool
summers, moderate
precipitation.

14. Cool winters, fairly long
warm summers, wet.

15. Cold winters, fairly long
hot summers, dryish.

16. Cold winters, fairly long
hot summers, moderate
precipitation.

17. Moderate winters, long
warm summers, extremely
wet.

18. Cool winters, long hot
summers, dryish

Cliome 2, which is not present in the CYR study area, ? i N 2?0 e
is described as having harsh winters, very short cold T [ [ |
summers, and very dry. 0 100 200 300 400 Kilometers

Figure C-17. Current, near-term, and long-term cliomes in CYR study area.
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Legend
Current to Long-term Change in Cliomes
- No Change
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Figure C-18. Number of times a cliome shifted to any other cliome in each of the possible time steps.

C-31


https://www.arcgis.com/home/webmap/viewer.html?url=https://landscape.blm.gov/cyrarcgis/rest/services/CYR_2013/CYR_CL_CNL_Cliomes_A2/MapServer

Section C. Abiotic Change Agents

390 1
370 1
350 1
330
310 1
290 -
270 1
250 1
230 A
2101
190
170
150 -
130 1
1101
90 -
70
50 1
30

10

Cliome Area (in thousands of sq km)

- ,
2010s 2020s 2060s

o 15 8 11 14 W17
B3 He W9 [112 H15 W18
4 W7 W10 H13 W16

Figure C-19. Projected change in proportion of each cliome across the CYR study area.

1.4 Discussion

Overall, long-term climate shifts are expected to be significant across the CYR study area, for all
climate variables examined. However, some times of change, and some regions of change are
likely to be more pronounced than others. In particular, coastal areas and high elevation areas
may see changes not experienced elsewhere.

Cliome results suggest greater ecological shift is likely in western coastal areas. Large portions
of the Kotzebue Sound Lowlands are projected to shift to a climate pattern most closely
matched with Cliome 10—a cliome that is currently entirely absent from the CYR study area.
Cliome 10 is characteristic of current conditions in coastal areas further south.

The same conclusion—that change may be greatest on the coast—is hinted at by greater
increases in LOGS in those areas. Changes in the seasonality of land-fast ice may be linked to
these changes. This has strong implications for coastal erosion.
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In northern and high elevation areas, treeline advance may be a threshold shift. This is further
explored in the Fire section, but it should be noted here that treeline advance of balsam poplar
on the North Slope is strongly linked with SWI (Breen 2014). For 80% of observed stands, SWI
was greater than 25 °C. A 5 °C increase in SWI along an Arctic climate gradient corresponded
to an increase in the normalized difference vegetation index (NDVI) of approximately 0.07, with
particularly marked SWI-driven changes in areas of graminoid tundra (Raynolds et al. 2008).
This is in keeping with the findings of Epstein et al. (2008) who calculated that both total
biomass and shrub biomass increased monotonically with increasing SWI, but that changes in
mosses and lichen were more complex. Comparison between the effects of changing SWI in
Arctic regions versus sub-Arctic boreal zones (Verbyla 2008) suggests contrasting trends.
Although increases in SWI drove corresponding increases in NDVI in the tundra, in warm and
dry Interior boreal forest areas, increases in SWI actually correlated with decreasing in NDVI,
perhaps due to drought stress. Northern and high elevation areas may also be the nexus for
pronounced change with regard to snow day fraction and rain-on-snow events. Other report
sections specifically examine the effects of these variables on CEs.

Applications

In many cases, changing climate is likely to affect human uses of the landscape, either indirectly
(e.g., as ecosystem changes alter subsistence harvest patterns due to changes in animal
distribution and abundance) or directly (e.g., as longer summer seasons make travel across
snow or ice impossible during shoulder seasons). For example, the slow freeze-up of rivers has
lengthened the interval of unsafe river ice in autumn, an important season for operating fishing
nets under river ice. Such changes are addressed in the Section E. Anthropogenic Change
Agents.

The cliomes approach offers a starting point for managers and researchers to develop more
specific predictions regarding how vegetation and important habitats may change in the future.
Additionally, projected shifts from one cliome to another may not be reflected by immediate
vegetation change, but rather by increased stress to existing ecosystem components, or
disconnections and asynchronies among species currently on the landscape and those best
evolved for newly emerging weather patterns in the region. Projected shifts are likely to increase
vulnerability at the landscape level. Conversely, areas projected to undergo little or no cliome
change become candidates for climate refugia (Hope et al. 2013).

1.5 Limitations

While the baseline climate data used in SNAP’s downscaling procedure (e.g., PRISM and CRU
data) have been peer reviewed and accepted by the climate research community (Daly et al.
2008, New et al. 2002), and the downscaling has been validated by directly comparing twentieth
century scenario (20C3m) GCM data to actual weather station data (WRCC 2011) and
summarizing the outcomes in a validation report (SNAP 2008); nonetheless, data inputs, as well
as subsequent analysis and interpretation, includes multiple sources of error. Thus, uncertainty
is inherent in all climate projections. Much of this uncertainty is addressed by using averages
across multiple models and across decades. However, as described above, uncertainty with
regard to human behavior leads to inherent uncertainty in selecting the most appropriate
emissions scenario. Regardless, all projections must still be understood in the context of the
methodology.
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As described under Temperature Sensitivity Analysis and Precipitation Sensitivity Analysis,
climate results are deemed significant when trends are outside the range of variability that can
be expected within and between models. While between-model variability does not capture all
sources of uncertainty, it serves as a reasonable proxy for model uncertainty.

Temperature

Available temperature data at the scale, coverage, and resolution necessary for this analysis
were monthly rather than daily resolution. This imposed limitations, especially when trying to
relate temperature change to communities, species and habitats. Extreme temperatures and
temperature variability from day to day are sometimes more important variables than mean
temperatures, when predicting the effects of heat stress, cold tolerance, and resilience.

Precipitation

Precipitation data do not differentiate between rain and snow; nor is any direct metric available
for snowpack depth, rain on snow events, or other parameters that directly or indirectly impact
certain CEs. However, we were able to add snow day fraction to the climate-related datasets in
order to partially meet this need.

Snow Day Fraction

Although the equations provide a reasonable fit to the data, model evaluation demonstrated that
some weather stations are consistently less well described by regional models than others. Very
few weather stations with long records are located above 500-m elevation in Alaska, so the
equations were developed primarily from low-elevation weather stations, and, thus, may not be
appropriate in the mountains. Finally, these equations summarize a long-term monthly
relationship between temperature and precipitation type that is the result of short-term weather
variability. In using these equations to make projections of future snow, we are assuming that
these relationships remain consistent over time.

Date of Freeze and Date of Thaw

DOF, DOT, and season length do not correspond to metrics of freeze and thaw for particular
waterbodies or soils. Varied lag times apply. Change in DOF or DOT can reasonably be used as
a rough proxy for related measures, however. For example, if DOT is projected to shift one
week later in the area surrounding a wetland or lake, it is reasonable to expect that the wetland
or lake would lose its ice cover approximately one week later, as compared to current averages.
If land managers or local residents have a feel for what is “normal” then such metrics can prove
useful for future decision-making.
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2. Fire

This portion of the Technical Supplement addresses fire as a CA in the CYR study area, and is
primarily concerned with assessing how patterns of fire may change over time, as driven by
changes in climate. This section links directly to the Climate Change section; climate modeling
methods described there are not repeated here. Although some fires may be started by
humans, fire is considered a non-anthropogenic CA in this section.

This section describes landscape-level model outputs, including the data, methods, and
analysis. It touches briefly on feedbacks between fire and other CAs (climate and permafrost),
though further information on these interactions can be found in the applicable sections. Here
we also provide an overview of potential impacts to CEs, although further information on these
interactions can be found in sections devoted to CEs.

2.1 Introduction to Fire

As a CA, fire can be specifically examined in terms of changing fire dynamics on the landscape,
driven by changing climate and ecosystem feedback loops. Fire is a natural feature of the
landscape in this region and part of historical and existing ecosystem processes (Rocha et al.
2012).

Fire disturbance plays a key role in the interplay between vegetation and changing
environmental conditions, because fire initiates cycles of secondary succession and creates
opportunities for landscape change at the level of biomes or ecosystems (Higuera et al. 2011,
Johnstone et al. 2010). A system that has been primed for change by shifting climate may not
change gradually, but rather change in a threshold shift after a fire event, as a novel
successional pathway replaces the previous pathway.

Driven by warming summers in recent years, fire appears to be increasing in frequency (Kelly et
al. 2013) and intensity (Genet et al. 2013), resulting in altered ecosystems and processes
(Wolken et al. 2011). However, complex feedbacks between increased fire frequency, resulting
vegetation shifts, and subsequent fire are poorly understood and require further study (Balshi et
al. 2009). Data on vegetative regrowth after tundra fires are particularly scarce, given the
relative rarity of such fires (Barrett et al. 2012). Moreover, tundra fires may be poorly recorded
and understood (Jones et al. 2013).

Connecting Past, Present, and Future

Assessment of fire as a CA includes both modeling potential change in fire behavior and linking
that potential change to possible associated changes in landscapes and ecosystems. Thus, the
effort includes several key components:

1. analysis of spatially and temporally explicit historical fire data in order to
ascertain what fire patterns have created the current assemblages of post-fire-
successional landscapes, and can, thus, be considered historically typical,

2. review of pertinent literature looking at post-fire succession and linking fire with
landscape change and ecosystem change, allowing connections to be made
between data on fire return intervals and data on ecosystem characteristics;

3. creation and analysis of model outputs of projected fire frequency by region, on a
spatial basis and/or a percentage/risk basis; and
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4. direct modeling of potential vegetation change within the fire model.

The Role of Modeling

Modeling and analysis of changes in fire frequency can shed light on multiple aspects of future
ecosystem function, including human/landscape interactions. Fire modeling allows for some
assessment of impacts on terrestrial habitats (with mammals and birds secondarily influenced
by habitat change, for example), including fire-induced changes in broad habitat types
(deciduous forest, black spruce forest, white spruce forest, graminoid tundra, shrub tundra,
wetland tundra, and snow/ice/rock), as well as in mean age or successional stage of each cover
type. Fire modeling does not allow for assessment of impacts to most vegetation at the species
level or at the level of fine-scale vegetation classifications used elsewhere in the project.

Fire modeling can also be coupled with analysis of fire impacts on permafrost, based on
gualitative information from the literature on the influence of fire on permafrost, as is presented,
in a limited way, here. This analysis does not include fire-linked spatial predictions of
permafrost.

2.2 Methods

Fire was modeled using ALFRESCO (Alaska Frame-based Ecosystem Code) (Barrett et al.
2012, Joly et al. 2012, Rupp et al. 2000) in the larger context of a projected future fire regime
and its effects on major vegetation classes. Climate projections, past fire history, and current
vegetation patterns were used to model patterns of fire frequency across the landscape.

ALFRESCO simulates the responses of vegetation to transient climatic changes (Figure C-20).
The model assumptions reflect the hypothesis that fire regime and climate are the primary
drivers of landscape-level changes in the distribution of vegetation in the circumpolar
Arctic/boreal zone. Furthermore, the model assumes that vegetation composition and continuity
serve as a major determinant of large, landscape-level fires.

ALFRESCO operates on an annual time step, in a landscape composed of 1x1-km pixels. The
model simulates a range of ecosystem types, including graminoid tundra, wetland tundra, shrub
tundra, black spruce forest, white spruce forest, deciduous forest, and grassland-steppe.

ALFRESCO does not model fire behavior, but rather models the empirical relationship between
growing-season (May—September) climate (e.g., average temperature and total precipitation),
and total annual area burned (i.e., the footprint of fire on the landscape). ALFRESCO was also
used to model the changes in vegetation flammability that occur during succession through a
flammability coefficient that changes with vegetation type and stand age (i.e., succession)
(Chapin et al. 2003).
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Figure C-20. Process model of ALFRESCO fire simulation methodology.

The model focuses on system interactions and feedbacks. The fire regime is simulated
stochastically and is driven by climate, vegetation type, and time since last fire (Rupp et al.
2007). ALFRESCO employs a cellular automaton approach, where simulated fire may spread to
any of the eight surrounding pixels. “Ignition” of a pixel is determined as a function of the
flammability value of that pixel and starts are assigned randomly (Rupp et al. 2002). The
flammability of each pixel is a function of vegetation type and age, meaning that ignitions will be
concentrated in pixels with the most flammable type and age of vegetation and the hottest,
driest climate conditions in spring and summer. Fire spread depends on the flammability (i.e.,
fuel loading and moisture) of the receptor pixel, and the model is calibrated to replicate
observed historical fire patterns. Thus, fire is most likely to spread in older stands of black
spruce and white spruce, and much less likely in deciduous stands, graminoid tundra, and shrub
tundra. Some pixels (e.g., non-vegetated areas and large water bodies) do not burn and, thus,
serve as fire breaks. Anthropogenic suppression activities were not simulated.

ALFRESCO has been calibrated using available literature regarding burn rates and stand
compositions in a variety of forested land cover classes (Rupp et al. 2007). More recently, it has
been calibrated for tundra classes (Walker 2000, Breen et al. 2013, Jones et al. 2013). The
model is calibrated through use of a “spinup” period of 1,000 years of simulated fire history, in
order to match outputs as closely as possible to historical fire patterns. The model parameters
derived during this spinup period are then used to create future projections.

ALFRESCO outputs do not include fire severity (for which there are no data) or exact
spatial/temporal predictions of future fires, since the stochastic nature of fire starts and fire
behavior is better represented via averaging outputs across multiple model runs. Outputs also
do not include historical or projected lightning, except in broadly qualitative terms based on
literature review, due to lack of consistent past data and lack of reliable models for projected
lightning.
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ALFRESCO allows for vegetation shifts between classes (rather than merely between
successional stages) after fire, as well as shifts when fire has not occurred. Vegetation
parameters are described below under “Model Outputs.”

Model Stochasticity and Implementation

The “distribution” of varying fire frequencies is intimately tied to vegetation, as well as climate,
but also involves stochastic elements such as the exact location of lightning strikes and the
variability of weather patterns at finer time scales than are available to modelers. Thus, multiple
individual model runs yield varying results. Therefore, fire distributions per se were not modeled;
rather we modeled projected average fire frequency and extent across the landscape (Figure
C-8). We also modeled some key changes in vegetation patterns and distribution. Some results
are presented by ecoregions, derived from Nowacki et al. (2001). Outputs included projected
average area burned per year across the target time periods and fire return intervals on an
ecoregional basis.

Table C-8. Source datasets used in the analysis of fire as a CA for the CYR REA.

Dataset Name Data Source
Stochastic ALFRESCO model runs, mean of five separate models and 100+ runs, SNAP
based on SNAP climate projections; vegetation outputs
Stochastic ALFRESCO model runs, mean of five separate models and 100+ runs,
; O SNAP
based on SNAP climate projections; fire frequency outputs
Fire Scar Map BLM

Model Inputs

ALFRESCO inputs include elevation, slope, aspect, and slope complexity data obtained from
the PRISM climate group, as well as climate and vegetation variables (Table C-9). Historical
climate data are derived from Climate Research Unit (CRU) data, and projected climate data
are derived from SNAP downscaled climate projections.

ALFRESCO is calibrated based on fire history grids (0 = no fire, 1 = fire) produced directly from
the BLM Alaska Fire Service database and the Canadian National Fire Database. They are
simply a 1x1-km raster representation of their fire history polygon database that can be
obtained from the Alaska Interagency Coordination Center (AICC 2016) and the Canadian
Wildland Fire Information System (CWFIS 2016).

ALFRESCO vegetation classes are based on NALCMS 2005 land cover map (NALCMS 2016),
although these vegetation classes are re-grouped and adapted to meet the needs of the model,
as described below. Original NALCMS classes found in the CYR study area are listed below. A
crosswalk of ALFRESCO vegetation classes with chosen CYR Terrestrial Coarse-Filter CEs are
summarized in Section G. Terrestrial Coarse-Filter Conservation Elements.

1. Temperate or sub-polar needleleaf forest
Forests generally taller than 3 m and more than 20% of total vegetation cover. This type
occurs across the northern United States, Canada and mountainous zones of Mexico. The
tree crown cover contains at least 75% of needle-leaved species.
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2. Sub-polar taiga needleleaf forest

Forest and woodlands with trees generally taller than 3 m and more than 5% of total
vegetation cover with shrubs and lichens commonly present in the understory. The tree
crown cover contains at least 75% of needle-leaved species. This type occurs across Alaska
and northern Canada and may consist of treed muskeg or wetlands. Forest canopies are
variable and often sparse, with generally greater tree cover in the southern latitude parts of
the zone than the north.

5. Temperate or sub-polar broadleaf deciduous forest

Forests generally taller than 3 m and more than 20% of total vegetation cover. These occur
in the northern United States, Canada and mountainous zones of Mexico. These forests
have greater than 75% of tree crown cover represented by deciduous species.

6. Mixed Forest

Forests generally taller than 3 m and more than 20% of total vegetation cover. Neither
needleleaf nor broadleaf tree species occupy more than 75% of total tree cover, but are co-
dominant.

8. Temperate or sub-polar shrubland

10.

11.

12.

13.

14.

Areas dominated by woody perennial plants with persistent woody stems less than 3 m tall
and typically greater than 20% of total vegetation. This class occurs across the northern
United States, Canada and highlands of Mexico.

Temperate or sub-polar grassland

Areas dominated by graminoid or herbaceous vegetation, generally accounting for greater
than 80% of total vegetation cover. These areas are not subject to intensive management
such as tilling, but can be utilized for grazing. This class occurs across Canada, United
States and highlands of Mexico.

Sub-polar or polar shrubland-lichen-moss
Areas dominated by dwarf shrubs with lichen and moss typically accounting for at least 20%
of total vegetation cover. This class occurs across northern Canada and Alaska.

Sub-polar or polar grassland-lichen-moss
Areas dominated by grassland with lichen and moss typically accounting for at least 20% of
total vegetation cover. This class occurs across northern Canada and Alaska.

Sub-polar or polar barren-lichen-moss

Areas dominated by a mixture of bare areas with lichen and moss that typically account for
at least 20% of total vegetation cover. This class occurs across northern Canada and
Alaska.

Wetland

Areas dominated by perennial herbaceous and woody wetland vegetation which are
influenced by the water table at or near surface over extensive periods of time. This includes
marshes, swamps, bogs, mangroves, etc., either coastal or inland where water is present for
a substantial period annually.
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15. Barren Lands
Areas characterized by bare rock, gravel, sand, silt, clay, or other earthen material, with little
or no vegetation present regardless of its inherent ability to support life. Generally,
vegetation accounts for less than 10% of total cover.

16. Urban and Built-up
Areas that contain at least 30% or greater urban-constructed materials for human activities
(cities, towns, transportation, etc.).

17. Water
Areas of open water, generally with less than 25% cover of non-water cover types. This
class refers to areas that are consistently covered by water.

18. Snow and Ice
Areas characterized by a perennial cover of ice and/or snow, generally greater than 25% of
total cover.

For the purposes of ALFRESCO, classes were regrouped and/or reclassified. The process is
summarized below, and the results can be seen in Table C-9.

Classes 15, 16, 17, and 18 were grouped as no vegetation; Classes 1 and 2 were combined as
a spruce; classes 5 and 6 were grouped as deciduous; Classes 10 and 12 became graminoid
tundra; and class 11 was re-classed as shrub tundra.

The wetland class was divided into coastal wetlands and Interior spruce bogs (spruce class)
based on a coastal/Interior division derived from land classes defined by Nowacki et al. (2001)
and Schut and Ballard (1999). The newly derived coastal wetland layer was further divided into
wetland tundra or no vegetation based on average temperature for May—August from the
downscaled 1961-1990 PRISM climatology, with a threshold value of 6.5 °C (warmer areas are
wetland tundra). The same threshold was used to divide Class 8 into deciduous or shrub tundra
(warmer areas are deciduous). The value 6.5 °C was selected based on Korner and Paulen’s
work (2004) determining vegetation threshold temperatures.

The combined spruce class was divided into black spruce if on a north-facing slope or white
spruce if on a south-facing slope. Finally, suspect NALCMS pixels that placed spruce trees on
the North Slope were redefined based on the most common class of 16 neighboring pixels.

Table C-9. Grouping of ALFRESCO land cover classes according to their North American Land Cover
(NALCMS) class.

NALCMS category ALFRESCO class
1. Temperate or sub-polar needleleaf forest White Spruce or Black Spruce,
2. Sub-polar taiga needleleaf forest depending on aspect.

5. Temperate or sub-polar broadleaf deciduous forest
6. Mixed Forest

Deciduous

Deciduous or Shrub tundra, depending

8. Temperate or sub-polar shrubland .
on growing season temperature.

10. Temperate or sub-polar grassland Graminoid tundra
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NALCMS category

ALFRESCO class

11. Sub-polar or polar shrubland-lichen-moss

Shrub tundra

12. Sub-polar or polar grassland-lichen-moss

Graminoid tundra

14. Wetland

Wetland tundra, No vegetation, White
spruce, or Black spruce, depending on
coastal/Interior, aspect, and growing
season temperature.

15. Barren Lands

16. Urban and Built-up

17. Water

18. Snow and Ice

No vegetation

The newly derived coastal wetland layer was further reclassified into wetland tundra or no
vegetation using mean growing season temperate threshold of 6.5 °C. Temperate or sub-polar
shrubland was reclassified into deciduous or shrub tundra using the same threshold. Sub-polar
or polar grassland-lichen-moss and temperate or sub-polar grassland were reclassified into
graminoid tundra or grassland based on this threshold. Spruce was divided into black or white
spruce based on aspect (north- vs. south-facing slopes, respectively).

Vegetation Transitions within ALFRESCO
Transitions from one vegetation class to another within ALFRESCO can occur post-fire, but can
also be driven by other variables such as climate, even in the absence of fire. The potential
transitions and factors that drive these transitions are shown in and Figure C-21 and Figure

C-22.
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Figure C-21. Schematic of potential vegetation transitions within the ALFRESCO model.

C-43



Section C. Abiotic Change Agents

If moderate or high
v Yes | severity, kill some or all of No
the established trees

\ \
No Is there a spruce No Are spruce trees
seed source? established?

v

Tundra ——‘ Did a fire occur?

T
1 Yes Disperse

seed
Burn
Severity Yes
$ @ N

N v , v

Are conditions Yes Grow spruce
favorable for seed —> treeps
establishment? Germinate

T and

establish
seedlings
A

Are spruce trees No
abundant on the
landscape?

Yes l

Figure C-22. Decision tree showing one potential type of vegetation transition, from Tundra to White
Spruce Forest. Similarly, complex decision trees govern other transitions.

The variables and thresholds that drive these transitions are complex, and form a large part of
the core of the code that is ALFRESCO (Epstein et al. 2004a, Epstein et al. 2004b). This code
will be publicly available by SNAP in the near future. While this code is complex, some general
rules are summarized below. Transition rules between classes are built into ALFRESCO code
and calibrated based on hundreds of stochastic model runs. Indeed, some transitions occur only
post-fire while others are climate driven or can occur at other times, depending on algorithms
described below. All transition arrows in Figure C-21 not labeled “fire” represent transitions that
may occur at times other than post-fire (at age zero). Most transitions are probabilistic, based on
the variables that govern the model as a whole and each cover type in particular.

In ALFRESCO, all deciduous forest is an early seral stage of white spruce forest or black spruce
forest. When any spruce pixel burns, the default trajectory is for that pixel to revert to deciduous
forest (age zero). The transition back to spruce is variable, and differs from run to run, but might
typically occur at about 40 years. White spruce pixels may instead start a new trajectory as
grassland, under drought conditions (Roland et al. 2013).

Transitions from graminoid to shrub tundra are governed by multiple factors, including time
since fire, mean July temperature, and SWI. Although tundra fire can promote shrub expansion
(Racine et al. 2004), shrubification can also occur without fire (Naito and Cairns 2015).

The northern boundary of low shrub tundra occurs at approximately the 10 °C mean July
isotherm or an SWI of 20 °C (Walker 2000), while the greatest biomass of shrubs occurs at sites
with a SWI of 25-30 °C (Walker et al. 2003). ALFRESCO is calibrated such that post-fire, shrub
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tundra transitions to graminoid tundra. Approximately 30 years post-fire, graminoid tundra may
transition to shrub tundra. If a fire occurred, there is a 5% chance of transition from graminoid to
shrub tundra (Racine et al. 2004). However, if a fire has not occurred, there is only a 1% chance
of this transition. When graminoid tundra transitions to shrub tundra, age is reset to 0.

Colonization of tundra by spruce is a two-step process consisting of seed dispersal and seedling
establishment. Key variables include time since fire, burn severity, availability of seed sources,
seed dispersal, July temperature, and SWI. These factors are calibrated using historical data to
yield chances of transition of up to about 5%. During the past 50 years, 2.3% of treeless areas
have been converted from tundra to forest in Alaska (Chapin et al. 2005). Therefore, it is
reasonable to extrapolate that approximately 5% of tundra could transition to spruce over
100 years.

Fires of moderate to high severity are assumed to kill some or all trees, and to reset tundra-
forest transition. Burn severity in ALFRESCO is a function of fire size and topographic index.
Burn severity is a scalar, where low severity fire is “1,” low canopy, low surface moderate fire is
“2” and Kkills 50% of established trees, and high canopy, low surface fire “3” or high canopy, high
surface fire “4” kill 100% of trees.

Arctic treeline occurs at approximately the 12 °C mean July isotherm and a SWI of 35 °C
(Walker 2000). Thus, transition from tundra to forest begins with the establishment of seeds,
which can occur if the decadal moving average July temperature is 2 12 °C and SWI = 35 °C
and if a white spruce seed source exists within 1 km. The amount of seed dispersed is a
function of the distance from the seed source; most dispersal is near the source and long
distance dispersal is rare (Clark 1998).

Growth rate (accumulation of basal area) is largely a function of climate: Normal distribution
bounded by 12-18 °C, which are the mean July isotherms for the northern and southern limits of
boreal forest (Larsen 1980). In the absence of fire, or after a fire of only low severity, basal area
is assumed to continue to accrue, leading to eventual transition, White spruce average growth
rate is 1 mm/year (Szeicz and MacDonald 1996), graminoid or shrub tundra transitions to white
spruce forest when basal area is 20 m?/ha (Greene and Johnson 1999).

Fire History

Historical data on fire in this region are available from the BLM, with reliable data starting in
1950. Given that remote sensing, GIS, and other fire detection and mapping technology has
improved radically during the past 75 years, historical analysis of fires is limited to assessing
overall size of burn scars. Although burn severity is a very important factor in determining long-
term ecological outcomes post-fire, detailed information on patchiness of burns or severity of
burns is largely unavailable.

At the time of this REA, ALFRESCO did not have any inputs or outputs simulating the effects of
fire suppression. Kasischke et al. (2005) suggest that the changing effects of suppression in the
past may have subtly affected area burned and forest composition, not so much at the
landscape level, where lightning is the chief cause of fire and weather the chief driver, but in
areas closest to human habitation, where current policies effect the highest levels of
suppression. Thus, ALFRESCO outputs may be less reliable at the urban/wildland interface.
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2.3 Results

Figure C-23 shows historical and modeled area burned across the study area. Annual values
are based on decadal smoothing (averaging across decades) for the entire region, for the 1920s
to 2010s. Modeled data represent the average (mean) of 200 runs using each of the 5 GCMs
(1000 total ALFRESCO runs) for the A2 emissions scenario. As can be seen from the slope of
the trendlines, historical trends are slightly more extreme than modeled trends. However, it
should be noted that neither trendline achieves statistical significance (p = 0.30 and p = 0.44 for
historical and modeled regressions, respectively). The variability and associated uncertainty of
trend in the historical data underscores the difficulty of modeling and predicting a variable that
has, innately, such enormous variability over space and time, and that also has a relatively short
history of reliable data-keeping.
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Figure C-23. Historical and modeled area burned, by decade.

Area Burned

Annual values for total area burned are based on decadal smoothing (averaging across
decades) by ecoregion. These outputs are modeled data only—representing the average
(mean) of 200 runs using each of the 5 GCMs, for the A2 emissions scenario. Thus, a total of
1000 ALFRESCO runs are averaged. While running the model even more times might
marginally reduce uncertainty, there would be diminishing returns in relation to the computing
time and effort required. The model’'s ability to achieve greater accuracy over short time periods
would not be meaningfully increased.
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The chances that any given pixel will burn in any given year are low, even in this fire-prone
region, and very few pixels would be expected to burn more than once in the timeframe in
guestion (between the 2010s and the 2060s). Despite low chances of a fire in any particular
year for any particular model run, the relative flammability of each pixel (km?) in the CYR study
area can be compared spatially by assessing how many times it is projected to burn in a 100-
year time span. Figure C-24 compares relative flammability for a historical century-long set of
model outputs representing 1900-1999 and a set of model outputs for this century. Each map
represents data averaged across 1000 model runs. The historical time period cannot, thus, be
expected to exactly match fire records, and the current and future time period is spatially
representative, rather than spatially precise. Comparing these two maps, the most pronounced
change occurs in areas where very low fire probability (green) is expected to have shifted or to
be currently shifting to much higher flammability. This change corresponds with changes in
treeline and shrubline at high altitudes and northern latitudes. Regions that have not been fire-
driven systems in the past are depicted as becoming fire-driven in the future.

Empirical evidence suggests that these changes are already occurring, and are climate-related.
Duffy et al. (2005) determined that 79% of the variability in the natural logarithm of the annual
area burned by lightning-caused fires from 1950 to 2003 can be attributed to weather variables,
particularly June temperature.

Subtle shifts toward greater flammability in areas that are already fire-driven systems are
difficult to detect on these maps. The reason for this becomes clearer when we examine fire
behavior. Despite averaging data across decades and across so many model runs, Figure C-25
demonstrates the high degree of variability in both real and modeled fire data. This may be due
to a strong "leveraging" effect from the last decade of historical burns. Thus, although it is clear
that fire frequency is increasing on the landscape, it can be very hard to reliably predict location
and timing of this shift.

Although these data can be used to create tables or maps of fire return interval for the CYR
study area (Table C-10), care must be taken to interpret these data so that they are not be
misleading to land managers. The terms “fire cycle” or “return interval” generally only have
meaning relative to a specific vegetation classes or mixed-species forest stands. Although the
inverse of flammability can be expressed in units of years as “fire return interval,” as in this
table, the fat that these data are averaged across regions that include not only forest stands but
also non-forest vegetation tends to yield numbers much higher than those typically referenced
by foresters, who considered only timber stands. Nonetheless, the change in these projected
fire return intervals from the previous century to the current one suggests landscape change in
all ecoregions.
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Figure C-24. Relative flammability across the CYR study area, for 1900—-1999 and 2000-2099 based on

outputs from 1000 ALFRESCO model runs.
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Figure C-25. Projected annual area burned by ecoregion within the CYR study area, averaged across

decades.
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Table C-10: Projected fire return intervals by decade and century, calculated by ecoregion. Note that
because each ecoregion includes both forested and unforested pixels, return intervals are much longer
than they would be if applied only to forest stands.

Tanana
Kotzebue Kuskokwim Yukon Total (Central
Davidson  Kobuk Ridges Sound North Ogilvie Ray Yukon Yukon Old Tanana Yukon
Brooks Range Mountains and Valleys Lowlands Mountains ~ Mountains Lowlands Crow Basin Uplands Domain)
1900s 7621 568 418 13600 213 242 223 192 247 343
1910s 6255 461 365 10385 192 222 221 177 228 314
1920s 5524 475 344 13188 188 229 206 184 221 312
1930s 7716 984 409 5146 415 405 330 316 501 540
1940s 7969 487 323 7167 189 264 240 181 273 336
1950s 5273 152 289 1893 128 217 175 139 139 224
1960s 4020 421 279 2425 191 184 202 183 133 251
1970s 4595 614 361 2378 411 355 319 262 441 463
1980s 3764 218 181 1022 206 185 197 183 335 270
1990s 514 89 69 273 103 88 112 119 131 121
mean 1900s 5325 447 304 5748 224 239 223 194 265 318
2000s 622 161 174 572 146 237 187 163 159 212
2010s 233 142 116 553 231 161 207 193 197 178
2020s 437 208 191 731 269 262 249 203 361 270
2030s 682 160 193 989 194 190 193 165 194 224
2040s 1198 272 265 1173 213 240 215 185 211 279
2050s 832 170 234 1014 174 222 208 174 185 242
2060s 734 216 178 673 186 195 187 174 200 231
2070s 419 114 146 448 158 161 159 143 170 178
2080s 330 115 109 327 115 132 132 124 116 142
2090s 271 108 116 386 122 101 126 122 103 131
|mean 2000s 576 167 172 687 181 190 186 165 190 209

Vegetation Change

Vegetation shifts predicted by ALFRESCO must be viewed only on a broad scale and across
long time-frames, due to the extremely high variability in natural fire behavior, as noted with
regard to Figure C-23. Thus, although the focus of this REA was from the 2010s to the 2060s,
the following graphs include back-cast data back to 1900 and modeled data out to 2100, in
order to provide a broader perspective on change.

As can be seen in Figure C-26, shifts are modeled to have started occurring in the latter
decades of the twentieth century. Best-fit lines are quadratic rather than linear due to the
assumption—borne out by the data—that change was absent or minimal in the early 1900s and
then accelerated. These modeled shifts are corroborated by empirical evidence (Kasischke et
al. 2010, Mann et al. 2012). Mann et al. (2012) find that the vegetation shift began circa 1990,
and suggest that it may reach a new equilibrium around 2040. Kasischke et al. (2010) offer a
more complex set of projections that include suggestions for fire suppression and management,
but likewise suggest that a new vegetation equilibrium may be reached later this century.

Projected changes include a sharp increase in deciduous forest and a modest increase in shrub
tundra, with corresponding decreases in white spruce, black spruce, and graminoid tundra.
These simultaneous shifts likely indicate several ongoing changes.
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Figure C-26. Projected vegetation change across the CYR study area with modeled change and fitted
quadratic line.

First, without even considering fire as a driver of change, warming temperatures and longer
growing seasons are triggering a shift from graminoid tundra to shrub tundra, and a subsequent
(and simultaneous) shift from shrub tundra to forest. This advance in treeline, in both altitude
and latitude, has been well documented (Okano and Bret-Harte 2015, Ropars and Boudreau
2012). At the same time, warming temperatures are increasing fire frequency and area burned,
and this change is resulting in a marked shift from older forest vegetation (mainly black spruce
and white spruce) to earlier-succession forest vegetation (deciduous species, mainly willow,
birch, and aspen).

Examining these trends by ecoregion sheds some light on how these simultaneous changes are
playing out in different areas (Figure C-27). In the Brooks Range, treeline advance is projected
to cause a loss of graminoid tundra and an increase in both shrub tundra and deciduous
vegetation. In the Davidson Mountains, this change is even more pronounced.

The Kobuk Ridges and Valleys have very little graminoid tundra; thus, the expected changes
are mostly seen in a shift from coniferous to deciduous vegetation. In contrast, the Kotzebue
Sound Lowlands include a large amount of land that is either non-vegetated or not classified
within this version of ALFRESCO because it is non-burnable wetland. The biggest shift
projected in this area is from shrub tundra to forest.

The North Ogilvie Mountains currently have little tundra, but are likely to see a pronounced shift
to earlier-succession (deciduous) forest. Similar patterns of change can be seen in the Ray
Mountains, the Tanana-Kuskokwim-Yukon Valleys, the Yukon Old Crow Basin, and the Yukon
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Tanana Uplands, although each region offers a slightly different story with regard to the timing

and percentages of change.
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Figure C-27. Modeled mean percent cover of ALFRESCO vegetation classes for each of the nine

ecoregions in the CYR study area.
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Shrubline and Treeline Shifts

All of the above ALFRESCO outputs were created as described in the methods section by
averaging 1000 different model runs. However, as an example to create a visual estimate of
landscape-level change, we present a single ALFRESCO run hand-picked as a “best
replicate”—a model run that falls as close as possible to the average of all runs, based on area
burned across time. Indeed, a single model run cannot inform land managers about fire
behavior at the micro level; the behavior of each pixel is stochastic. However, as can be seen in
Figure C-28 and Figure C-29, the resulting maps of treeline shift and shrubline shift offer a
sense of where and when these changes may occur.

0 100 200 300 400 km
| I | | | |

f T T T
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Projected Changes in Shrub Tundra
ALFRESCO Model | MPI ECHAM 5

I 2015 Shrub Tundra
B 2025 shrub Tundra
B 2060 Shrub Tundra

Figure C-28. Shrubline advance as predicted by a single "best replicate" run of the ALFRESCO model.
Pink and blue pixels represent new projected shrub tundra. Outputs show singles years rather than
decadal averages.

C-52


https://www.arcgis.com/home/webmap/viewer.html?url=https://landscape.blm.gov/cyrarcgis/rest/services/CYR_2013/CYR_FI_HL_RelativeFlammability_Shrub_ForestExtent/MapServer

Section C. Abiotic Change Agents

0 100 200 300 400 km
| 1 | | | J
f
0

T
200 mi

Legend

Projected Changes in Treeline
ALFRESCO Model | MPI ECHAM 5

- 2015 Forest
- 2025 Forest
B 2060 Forest

Figure C-29. Treeline advance as predicted by a single "best replicate" run of the ALFRESCO model.
Pink and blue pixels represent new projected treeline.

2.4 Discussion

ALFRESCO outputs show a clearer trend over time with regard to vegetation change than area
burned. This can be attributed to the fact that while fire behavior is highly stochastic, vegetation
change is driven by both fire and temperature. Temperature data are much less “messy” than
fire data, leading to a smoother pattern of change. Nonetheless, modeling area burned does
suggest that fire is likely to increase to levels much higher than historical levels before dropping
back to a “new normal.” In the long-term future, higher flammability (driven by higher
temperatures) may be somewhat curtailed by younger mean age of vegetation. Whether the
peak of this shift has already occurred, is occurring now, or will occur in the near future remains
unclear.

Vegetation change is likely to vary by ecoregion, as described in the results. The overall pattern
is toward shrubification of graminoid tundra, treeline advance in shrub tundra, and a shift from
coniferous to deciduous tree cover, due to shorter fire cycles. Because all these changes are
co-occurring, they can sometimes obscure one another when averaged across landscapes. For
example, some new shrub tundra may appear, while other shrub tundra is lost, yielding no net
gain.
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Thus, although examining outputs from a single replicate of ALFRESCO is not a perfect
solution, it helps elucidate some of the subtleties that may be missed by averaging across runs.
While changes in treeline and shrubline depicted in Figure C-28 and Figure C-29 may appear
small at first glance, the proliferation of pink pixels (change by 2025) and blue pixels (change by
2060) indicate important trends—and, in some locales, fairly radical change. In the eastern
Brooks Range and Davidson Mountains, shrub tundra is projected to become far more common.
Notably in the Davidson Mountains, treeline advance is likely to be marked in the long-term.
Less change can be seen in the central portions of the Brooks Range, but to the west, long-term
shrubline and treeline shifts are apparent. Meanwhile, ALFRESCO also appears to project
treeline encroachment in both the near-term and long-term in a very different ecological zone, in
the Kotzebue Sound Lowlands and Kobuk Ridges and Valleys. Finally, a “closing in” of high
elevation pixels in the more southerly portions of the CYR study area suggests a substantial
loss of isolated high-elevation vegetation islands.

2.5 Limitations

ALFRESCO is not suited to fine-scale analysis or “hotspot” analysis at either a temporal or
spatial level, due to the stochastic nature of its outputs. Thus, interpretation should be
considered more broadly, in terms of trends over time, rather than in terms of specific fire
behavior at particular sites. Given that data were not available regarding fire severity, either in
the historical data or via model outputs, we could not analyze the impacts of this important
factor.

Because the ALFRESCO model is not directly linked to either the climate/vegetation (cliomes)
model or the permafrost model used in this assessment, feedback between vegetation, fire, and
soil thermal dynamics could be considered only qualitatively, not quantitatively.
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3. Soil Thermal Dynamics

This portion of the Technical Supplement addresses permafrost and associated thermokarst as
a CAs in the CYR study area, and is primarily concerned with assessing how soil thermal
dynamics may change over time. As such, it links directly to the Climate Change section above;
climate modeling methods described there are not repeated here.

This section describes landscape-level model outputs, including the data, methods, and
analysis involved in this modeling. It touches briefly on feedbacks between permafrost and other
CAs (fire and climate). Additional information on these feedbacks can be found in the applicable
sections. This section also provides an overview of potential impacts to CEs.

3.1 Introduction to Soil Thermal Dynamics

Loss of permafrost can have profound effects on ecological systems as well as on human uses
and economic endeavors (Callaghan et al. 2004, Hong et al. 2014, Stephani et al. 2014).
Permafrost presence and absence cannot be directly assessed except by measurements (e.g.,
soil cores); modeling of soil thermal dynamics, however, can help estimate the state of
permafrost across larger areas.

Assessments of soil thermal dynamics include estimates, based on models that use multiple
input datasets, of existing and projected active layer thickness and mean annual ground
temperature at 1-m depth, both at 1-km resolution. Based on these modeling efforts, it is
possible to perform a regional-scale assessment of areas in which permafrost thaw may occur,
and areas in which thaw is less likely (Luo et al. 2014).

Based on this permafrost modeling a broad regional assessment of the potential effects of these
changes on hydrology is also possible. Such models can also be used to estimate the influence
of permafrost thaw and associated hydrologic change on terrestrial habitats, with qualitative
discussion of potential impacts, particularly with reference to hydrologic change (Frey and
McClelland 2009).

Similarly, the influence on aquatic habitats can be estimated, including qualitative discussion of
potential impacts to hydrologic change. However, such assessments do not include specific
predictions at the pixel level of permafrost thaw or associated hydrologic change, impacts on
terrestrial habitats, or influence on aquatic habitats.

Historical and current conditions

Current permafrost conditions vary within the CYR study area (Kittel et al. 2011, Jorgenson et
al. 2013). In some areas permafrost is continuous, while in others it is discontinuous or absent,
particularly around water bodies, in coastal areas, on south-facing slopes, and in the southern
portion of the REA area.

Permafrost thaw can result in vegetation changes, hydrologic changes, and changes in soil
carbon balance; however, the impacts of permafrost thaw tend to be highly site-specific and
time-specific (Jorgenson et al. 2013). Coastal thaw has serious ramifications in terms of erosion,
which can affect both human infrastructure and ecosystems (Barnhart et al. 2014, Kittel et al.
2011). In the boreal forest, impacts depend on the type and percentage of ice in the permafrost
and on soil drainage conditions, and can range from little change to complete ecosystem
destruction (Osterkamp et al. 2000).
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Even in areas of continuous permafrost, active layer thickness varies on both a micro and
macro level across the landscape. Indeed, the freezing and thawing of the active layer and the
associated hydrologic dynamics are driving forces in shaping much of the topography of this
region. Small differences in active layer thickness that are associated with changes in patterns
of drainage (as in regions of topographic variability) can yield large differences in land cover and
vegetation (McMichael et al. 1997). As such, soil thermal dynamics can be viewed as both a CA
and a CE.

3.2 Methods

Soil thermal dynamics modeling for this project included permafrost modeling and secondary
modeling of potential thermokarst. The thermokarst model, as will be described below, is based
on outputs from the core permafrost model, as well as data on soils and ice content.

GIPL Permafrost Model

The main components of the permafrost model are represented in the general ecosystem
conceptual model. As shown in Figure C-30, permafrost modeling incorporated both SNAP
climate projections and the Geophysical Institute Permafrost Laboratory (GIPL) permafrost
model for Alaska, which relies on spatial data related to soil, vegetation, and climate. GIPL
model outputs include mean annual ground temperature at 1-m depth (MAGT) and a dataset
that includes both active layer thickness (ALT—the thin layer above permafrost that seasonally
freezes and thaws) and seasonal soil freeze-thaw depth, linked by appropriate algorithms, as
described below. In order to maintain consistency with pre-existing terminology, this latter
dataset is referred to as ALT, although it also includes seasonal freeze-thaw data for areas that
are unfrozen at 1-m depth.

Surficial Geology

Lithic Data

Soil Thermal
Properties

Mean Annual Ground
Temperature (MAGT) at 1
Meter Depth, Active Layer

Thickness (ALT)

GIPL Model
Snow Cover

Vegetation Surface

Mean Monthly Air
Temperature

I:’ Source Dataset

|:] Intermediate Results
I:I Final Result
. Operator

Figure C-30. Process model of permafrost modeling techniques.
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The GIPL model was developed specifically to predict the effect of changing climate on
permafrost. GIPL model is a quasi-transitional, spatially distributed equilibrium model for
calculating the ALT and mean annual ground temperature. The GIPL model was ground-truthed
and validated using cores from around the state.

The GIPL permafrost model calculates permafrost extent, mean annual ground temperature,
mean annual ground surface temperature, active layer thickness, snow warming effect, and
thermal onset from data inputs relating to the geologic and soil properties, effects of ground
insulating snow and vegetation layers, and predicted changes in air temperature and annual
precipitation. The primary outputs used in this assessment are MAGT and ALT.

Mean annual ground temperature is a relatively straightforward metric, since temperatures
below freezing represent permafrost and those above freezing indicate unfrozen ground. For
this assessment, areas of permafrost were defined as cells where MAGT at 1-m depth is <0 °C
and areas of non-permafrost were defined as cells where mean annual ground temperature at
1-m depth is > 0 °C. However, it should be noted that extensive deeper permafrost may still
occur in areas projected to be thawed at one meter. Such deep permafrost has smaller impacts
on vegetation and draining than shallow permafrost. Furthermore, temperatures projected to be
slightly below freezing could still result in permafrost thaw in areas that receive direct sunlight.

Active layer thickness is the depth of thaw that occurs during summer months in the surface
layer of permafrost-influenced soils. As noted, this dataset also includes seasonal soil freeze-
thaw depth: the depth of freeze that occurs during winter months in the surface layer of non-
permafrost influenced soils. Thus, this dataset includes ALT in cells where MAGT at 1-m depth
is < 0 °C and seasonal soil freeze-thaw depth in cells where mean annual ground temperature
at 1-m depth is > 0 °C. Mean annual ground temperature, ALT, and seasonal freeze-thaw depth
all have strong implications for what plant species can persist in a given area.

Algorithms to determine MAGT and ALT are dependent on calculations of the insulating
properties of varying ground cover and soil types, as well as on climate variables, and vary
spatially across the landscape at a resolution of 1 km. Surface vegetation data are derived from
the Global Land Cover Characteristics Database, Version 2.0 (GLCC 2016). Land cover
categories used to define organic matter thermal properties are derived from the National Atlas
of the United States of America, 1985, and soil types come from the U.S. Geological Survey
1997 Surficial Geology Map of Alaska. Outputs provide a general approximation of areas likely
to undergo some degree of thaw and associated hydrologic changes.

Integrated Ecosystem Modeling-Thermokarst Model

The Integrated Ecosystem Modeling Project is an ongoing collaborative effort aimed at creating
a model that integrates vegetation succession, disturbance, hydrology and permafrost dynamics
for Alaska and portions of western Canada by coupling the ALFRESCO fire and succession
model, the biogeochemical Terrestrial Ecosystem Model, and the GIPL permafrost model.
Spatial assessment of thermokarst risk is one output of this combined model.

The Integrated Ecosystem Modeling thermokarst model (Figure C-31) relies on the hypothesis
that thermokarst occurs in lowland peatland with ice-rich permafrost sites. Lowlands were
defined as areas surrounding local elevational minima with a slope less than or equal to four
degrees.
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Figure C-31. Impacts of thermokarst and feedback to other landscape processes.

The thermokarst model also relies on ice content maps and permafrost condition maps derived
from Jorgenson et al. (2008) and Brown et al. (1998) and a map of histels from Hugelius et al.
(2013). The model assesses the percent cover among histels in lowland and permafrost in
areas with high to moderate ice content, and assigns an ice content class to all pixels, where
pixels in the high to moderate ice class have a 100% chance of thermokarst, areas in the low or
variable ice content class have a 10% chance of thermokarst, and areas in the null (glacier or
unfrozen) category are not subject to thermokarst.

As such, outputs from the thermokarst model reflect the risk of thermokarst in the case of
permafrost thaw (or partial thaw). Thus, when coupled with outputs of the GIPL model, these
outputs can shed light on which areas of change may be most dramatically affected at the

regional and landscape level. Datasets used in both of the above models are listed in Table
C-11.
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Table C-11. Source datasets for the analysis of permafrost and associated thermokarst as a CA in the
CYR study area.

Dataset Name Data Source

GIPL model outputs for mean annual ground temperature at one meter depth (MAGT)

based on GIPL core model and SNAP monthly temperature projections, CMIP3/AR4,

A2 emissions scenario, 5-model average, 771-m resolution, decadal means, 2010s,
2020s, 2050s, 2060s.

SNAP/GIPL

GIPL model outputs for active layer thickness (ALT) based on GIPL core model and
SNAP monthly temperature projections, CMIP3/AR4, A2 emissions scenario, 5-model SNAP/GIPL
average, 771-m resolution, decadal means, 2010s, 2020s, 2050s, 2060s.

Thermokarst risk model outputs. SNAP/GIPL/IEM

3.3 Results

Mean Annual Ground Temperature

Projections show a relatively steady increase in MAGT across the region over time, with
acceleration as the century progresses. Because permafrost conditions are highly site-specific
at fine resolution, actual conditions are likely to vary within pixels. Thus, these outputs must be
viewed at a coarser level.

Ground temperature is expected to remain below freezing at most sites through near-term future
(2020s), but projections show a notable shift to above-freezing temperatures in the southern half
of the REA by the long-term. The “Change in Permafrost” map (Figure C-34) illustrates this shift
in permafrost, while Figure C-35 pulls out the areas where MAGT changes from below-freezing
to above-freezing between the current and the long-term.

When summarized by ecoregion (Figure C-33), it becomes clear that a shift from predominantly
below-freezing conditions to predominantly thawed conditions may occur across broad areas,
particularly in the Yukon-Tanana Uplands, North Ogilvie Mountains, and Tanana-Kuskokwim-
Yukon Lowlands. Table C-12 breaks this down further, ranking every community in the REA
according to MAGT. Community values are based on average MAGT in the 5"-level hydrologic
units that contains each settlement.

It should be noted that true variability in ground temperature is even greater than can be
discerned from these maps, since it also occurs at scales much finer than 1 km. For example,
localized processes such as deep snow accumulation in riparian zones can allow for year-round
liquid water below beaded stream pools, with the development of thaw bulbs or taliks (Arp et al.
2015).
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Figure C-33. Mean annual ground temperature at 1-m depth by ecoregion.
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Table C-12. Mean annual ground temperature averaged across 5™"-level hydrologic units.

Community
Anaktuvuk Pass
Arctic Village
Wiseman
Coldfoot

Red Dog Mine
Allakaket
Chalkyitsik
Noatak

Kobuk
Shungnak
Bettles
Kotzebue

Fort Yukon
Noorvik
Circle

Kiana
Rampart
Stevens Village
Tok

Ambler

Birch Creek
Selawik
Hughes

Eagle

Central

2010s

-6.9
-5.4
-4.7
-4.3
-4.3
-3.9
-3.5
-3.5
-3.3
-3.3
-2.9
-2.8
-2.6
-2.5
-2.5
-2.4
-2.3
-2.2
-2.1
-2.1
-2.0
-1.9
-1.9
-1.8
-1.6

2020s

-6.9
-5.5
-4.8
-4.4
-4.2
-3.9
-3.5
-3.4
-3.2
-3.2
-3.0
-2.6
-2.5
-24
-24
-24
-2.2
-2.2
-2.0
-2.1
-1.9
-1.9
-1.9
-1.7
-1.5

2060s

-5.4
-3.8
-3.1
-2.7
-2.2
-2.3
-1.9
-1.4
-1.5
-1.5
-1.3
-0.7
-0.9
-0.5
-0.9
-0.6
-0.7
-0.6
-0.8
-0.2
-0.4
-0.1
-0.2
-0.3
-0.1

Community
Chicken

Beaver

Tanana

Dot Lake
Venetie

Alcan Border
Manley Hot Springs
Galena
Pleasant Valley
Northway
Minto

Big Delta

Ruby

Four Mile Road
Healy Lake
Fairbanks

Two Rivers
Nenana
Livengood
Salcha

Chena Ridge
Harding-Birch Lakes
Fox

Steele Creek
Whitestone

2010s
-1.4
-1.4
-1.3
-1.3
-1.3
-1.3
-1.2
-1.1
-1.0
-1.0
-0.9
-0.9
-0.9
-0.8
-0.8
-0.8
-0.7
-0.4
-0.4
-0.3
-0.3
-0.3
-0.2
-0.2
-0.1

2020s
-1.3
-1.4
-1.3
-1.2
-1.3
-1.1
-1.1
-1.1
-0.8
-0.8
-0.8
-0.6
-0.9
-0.7
-0.6
-0.4
-0.4
-0.3
-0.3
-0.1
0.0
-0.1
0.0
0.0
0.1

2060s
-0.1
0.2
0.1
0.1
0.1
0.2
0.2
0.6
0.4
0.5
0.4
0.5
0.7
0.6
0.7
0.7
0.8
0.8
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Figure C-34. Current and potential long-term change in permafrost at 1-m depth.
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Figure C-35. Areas of Projected Permafrost Thaw 2010s to 2060s.

Active Layer Thickness

Active Layer Thickness refers to the depth of the top layer of soil that thaws during the summer
months in a permafrost environment. For the purposes of this report, the ALT dataset also
includes the depth of surface freeze during winter months, in areas that do not have permafrost
at one-meter depth. Because the CYR study area includes areas with and without shallow
permafrost, Figure C-36 shows both of these variables. The chart included in this figure
underscores the fact that although only subtle change is expected in the near-term, by 2060s a
shift is expected from 98% permafrost to only 70% permafrost across the region. The magnitude
of the projected change nonetheless suggests that changes in soil thermal dynamics and
accompanying changes in hydrology may be among the most important driving forces for
geophysical, ecological, and linked human uses of the landscape.
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Figure C-36. Current, near-term, and long-term active layer thickness (ALT) and seasonally frozen
ground in CYR study area. Little change is expected in the near-term, however, a shift is expected from
98% permafrost to only 70% permafrost across the region in the long-term.
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Figure C-37. Active layer thickness (positive values) or annual thaw depth (negative values) by
ecoregion. Color bars show mean values, and bars depict the full range in maximum and minimum vales
for all 1-km pixels.

Active layer thickness varies enormously on a site-by-site basis (Figure C-37). Only in the two
mostly northerly and mountainous ecoregions are all pixels frozen at 1 meter for all time
periods. In three other ecoregions (North Ogilivie Mountains, Yukon-Old Crow Basin, and
Yukon-Tanana Uplands) current conditions show no thawed pixels, but such thaw is predicted in
the near-term or by 2060. In four ecoregions, current areas of thaw already yield negative ALT
values. True site-specific variability would be even greater than that suggested by this chart,
given that such variability occurs at scales finer than 1 km.

Thermokarst

A thermokarst is a depression from soil collapse due to permafrost thaw. Thermokarst potential
(Figure C-38) classifies the landscape into areas of low, medium, and high potential for a
thermokarst to initiate and expand under warming climate at a 1-km resolution. The general
hypothesis underlying the development of this model was that thermokarsts occur in lowland
peatlands with ice-rich permafrost.

Based on projections of MAGT, many areas in the southern half of the CYR REA are projected
to experience permafrost thaw to 1-m depth by 2060s. Those areas were combined with the
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thermokarst predisposition layer (Figure C-38) to extract thermokarst projections in areas
projected to undergo permafrost thaw to a depth of at least 1 m (Figure C-39).

Thermokarst potential is generally low in the Brooks Range and other mountainous regions
because soils are rocky, well-drained, and ice-poor. Thus, although some permafrost may thaw
in such soils, structural collapse is unlikely. Thermokarst potential is greatest in the ice-rich soils
south of the Brooks Range—particularly in the Davidson Mountains and Kobuk Ridges and
Valleys ecoregions (Figure C-38). However, as can be seen in Figure C-39, these areas are
less likely to actually undergo thermokarst, given the colder temperatures experienced there,
and the low level of predicted permafrost thaw. Thus, in both the near-term and long-term
future, we are most likely to see the effects of thermokarst in the Yukon-Tanana uplands and
the Fairbanks and Galena areas.
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Figure C-38. Thermokarst predisposition in the CYR study area.
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Figure C-39. Thermokarst potential in areas projected to thaw to at least 1-m depth by the 2060s in the
CYR study area.

3.4 Discussion

Implications

The effects of increased ground temperature, changing active layer, thawing permafrost, and
thermokarst are complex. Recent studies of the impacts of thermokarst in boreal Alaska
(Osterkamp et al. 2000) suggest that in areas of ice-rich permafrost, thermokarst can lead to
complete destruction of forest ecosystems. Forests can be replaced under such conditions by
wet sedge meadows, bogs, thermokarst ponds, lakes, or floating mat fens. Climate warming
and associated permafrost degradation and increased fire are linked to peatland expansion
(Myers-Smith et al. 2008). In addition to the ongoing effects of climate warming, fire can yield
immediate and dramatic thermokarst conditions not only in the boreal forest, but also on tundra
sites (Jones et al. 2015). Not only is thaw and thermokarst likely to have local ecological effects,
but recent findings also suggest that the release of organic carbon from peat due to permafrost
thaw in boreal Alaska is likely to accelerate ongoing atmospheric warming (O’Donnell et al.
2012).
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3.5 Limitations

The outputs of permafrost modeling and mapping are imperfect despite being based on the best
available data layers. Uncertainty is present at multiple levels, stemming from the inherent
uncertainties of climate modeling and the uncertainty associated with linking climate to soil
thermal dynamics.

The GIPL permafrost model provides a general and coarse approximation of permafrost
conditions across the landscape. Despite the best available ground-truthing and validation of the
GIPL model and the most reliable available climate projections from SNAP data, uncertainty is
inherent in both models, and in the linked modeling of climate-induced permafrost change. Fine-
scale changes in permafrost conditions at a scale of meters rather than kilometers cannot be
accurately predicted by the GIPL model. For example, the GIPL model cannot predict the
formation of specific thermokarst features or the drainage of specific lakes from permafrost
thaw. However, the predicted changes in permafrost at the landscape level indicate where such
phenomena will be most likely.

The feedbacks between permafrost thaw and vegetation change are not always clearly
understood. Moreover, these threshold dynamics are complicated by feedbacks between fire,
vegetation, and climate. Permafrost can thaw very rapidly following fire, especially if the organic
layer is consumed, but, stochastic models cannot predict the exact timing, location, or intensity
of fires.

The joint SNAP/GIPL model represents, at best, data for climate, soils, insulating vegetation and
other key variables at 1-km resolution. Discontinuous permafrost can vary at scales much finer
than this, due to variable slope and aspect, drainage patterns, and numerous other factors.
Managers should keep these fine-scale dynamics in mind when making management decisions
that take into account changing soil thermal dynamics.
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4. Management Questions

4.1 Climate Change and Fire Regime (MQ Al)

MQ Al: How is climate change likely to alter the fire regime in the dominant vegetation
classes and riparian zones?

Projected changes in fire regime and associated changes in vegetation across the CYR study
area are based on ALFRESCO model outputs. However, ALFRESCO vegetation classifications
are built into the model and are not the same as those used for other purposes in the REA.
Thus, answering this question requires not only interpretation of fire projections by region but
also analysis of how ALFRESCO vegetation classifications relate to those classified as coarse-
filter change agents in this report.

The relative flammability map presented in the Fire section of this report (Figure C-24) and the
area burned graph (Figure C-40) are based on the mean number of times each pixel was
projected to burn, averaged across 1000 model runs (200 runs for each of five downscaled
climate models). Increased burning and shorter fire-return intervals are projected across much
of the region, across vegetation classes, and in riparian zones. Flammability for any given pixel
depends on simulated weather conditions in spring and summer months, but it also depends on
the age and vegetation type of that pixel, and is calibrated to replicate observed historical fire
patterns. Thus, it is highest in older stands of black spruce and white spruce, and much lower in
deciduous stands, graminoid tundra, and shrub tundra. This results in spatial differences in
projected flammability, as shown in Figure C-24. Although burning is projected to increase,
variability is extremely high, making specific predictions by year or site impossible.

Fire regime is likely to change across vegetation classes and in riparian zones in two different
ways. First, as described above, fire intervals are likely to become shorter across all existing
classes as a result of warming conditions, particularly in spring and early summer. Second, fire
regime is likely to shift as the vegetation itself shifts, driven by both fire and climate. These
projected shifts are described in the Fire section of this report. Of particular interest are the
projected shifts in shrubline (Figure C-28) and treeline (Figure C-29). These maps are not based
on an average across many model runs, but rather on a selected “typical” or “best replicate” run
from a single model, ECHAMS. In general, shrub tundra is projected to replace graminoid
tundra, and white spruce forest is projected to replace shrub tundra.

Cross-walking ALFRESCO vegetation classes with those defined as Coarse-Filter CEs
(Floodplain Forest and Shrub, Lowland Woody Wetland, Upland Spruce-Hardwood Forest,
Upland Spruce Forest, Upland Low-Tall Shrub, Alpine and Arctic Tussock Tundra, and Alpine
Dwarf Shrub Tundra) provides imperfect matches with ALFRESCO classes. Not only are the
two classification systems based on different input data, each with its own biases, flaws and
assumptions, they also incorporate fundamentally different views of the landscape: static versus
dynamic. In ALFRESCO, pixels shift from class to class depending on fire behavior, climate
conditions, and stand age. Deciduous vegetation exists only as young age classes of black and
white spruce. Static vegetation maps do not account for the fact that in this fire-driven
landscape, many pixels that are shrubby or even unvegetated are merely early successional
stages of forest. Thus, neither model is necessarily “wrong”; instead, they can be viewed as
complementary, offering two different ways of thinking about the landscape.
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How reliable are these predictions? Are there other data/models which provide
information that is different than the output presented?

No other currently available landcover or vegetation model offers a dynamic perspective on fire
and vegetative succession. Thus, ALFRESCO outputs, while not precise predictions due to the
highly variable nature of fire behavior and the stochasticity of the model, offer the most reliable
predictions and data available to address this MQ.

Please see limitations section under the Fire section for a discussion on the accuracy and
limitations of the analysis.
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Figure C-40. Modeled annual area burned, averaged by decade, based on 1000 ALFRESCO replicates.
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4.2 Permafrost, Precipitation, and Evapotranspiration (MQ B1)

MQ. B1: How is climate change likely to alter permafrost distribution, active layer depth,
precipitation regime, and evapotranspiration in this region?

This question is primary addressed by the core analysis provided in other sections of this report.
A full description of projected changes in precipitation (seasonally and annually) is provided in
the Climate section. In the Soil Thermal Dynamics section, we summarize how permafrost
distribution and active layer dynamics can be estimated based on the projected MAGT at 1-m
depth and the ALT.

Precipitation maps are based on SNAP downscaled monthly climate projections averaged
across five models, using the A2 emissions scenario (as defined by the IPCC). All precipitation
is measured in rainwater equivalent (mm). Annual precipitation includes decadal averages of all
twelve months (Figure C-8). Outputs project slight increases in precipitation over time, across all
seasons (Figure C-9, Figure C-10).

Mean annual ground temperature and ALT are modeled by the GIPL, using SNAP climate data
as one of the input layers. Projections show a relatively steady increase in MAGT across the
region over time, with acceleration as the century progresses (Figure C-32—Figure C-35).
Because permafrost conditions are highly site-specific at fine resolution, actual conditions are
likely to vary within pixels. Thus, these outputs must be viewed at a coarser level.

Active Layer Thickness refers to either a) the depth of the top layer of soil that thaws during the
summer months in a permafrost environment, or b) the depth of surface freeze during winter
months, in areas that do not have permafrost at 1-m depth. Climate change is likely to increase
ALT in areas with permafrost at one meter depth, and decrease winter depth of freeze in areas
without shallow permafrost (Figure C-36, Figure C-37).

In fully addressing this question, it should be noted that uncertainty in precipitation projections is
relatively high, and that any increase in water availability may be affected by changes in
seasonality, as demonstrated by changing snow day fraction (percentage of days on which
precipitation would be expected to fall as snow as opposed to rain) in spring and fall (Figure
C-11).

Increased precipitation also may be offset by increased evapotranspiration (due to temperature
increases). Climate-driven changes in potential evapotranspiration (PET) were explored in a
previous study performed using models created by Stephanie McAfee of the Wilderness Society
along with SNAP researchers, and analyzed on behalf of BLM (Rupp and Springsteen 2009).
This report was used in the development of a Resource Management Plan and associated
Environmental Impact Statement for the BLM Eastern Interior Management Area, which
overlaps with the CYR study area. The modeling of potential evapotranspiration in this study
was done using the relatively simplistic Preistley-Taylor model, which is essentially a
temperature-driven model. The results presented suggest that during the growing season,
increased evapotranspiration is likely to outpace increases in precipitation, leading to overall
drying conditions. This modeled trend is likely to be the case.
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However, later work by McAfee (2013), the same researcher who created the PET model used
by Rupp and Springsteen (2009) examined simple temperature-driven PET models and
suggests that

“discrepancies in PET trends appear to derive from regional changes in incoming
shortwave radiation, wind speed and humidity—phenomena simpler equations
cannot capture. Because multiple variables can influence trends in PET, it may
be more justifiable to use data-intensive methods, where the source(s) of
uncertainty can be identified, rather than using simpler methods that could mask
important trends.”

Accurate/reliable PET measurements are a current data gap for the CYR study area and further
research is warranted.

How reliable are these predictions? Are there other data/models which provide
information that is different than the output presented?

The reliability of SNAP climate predictions is discussed in the climate section of this report; no
existing data or models offer more reliable or finer-scale projections for precipitation or active
layer depth than the SNAP and GIPL models referenced here. Existing models of potential
evapotranspiration are likely too simplistic to account for fine-scale variations in incoming
shortwave radiation, wind speed and humidity. Thus, examining the impacts on vegetation from
changes in PET may more effectively be conducted using outputs from the stochastic
ALFRESCO fire model. As discussed in the Fire section of this report, summer warming and
drying conditions are likely to trigger greater overall flammability and vegetation shifts.

Please see limitations section under the Climate Change and Soil Thermal Dynamics section for
a discussion on the accuracy and limitations of the analysis.
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4.3 Surface Water Availability (MQ C1)

MQ C1: How will changes in precipitation, evapotranspiration, and active layer depth alter
surface water availability and, therefore, ecosystem function (dominant vegetation classes)?

This question is partially addressed in the core analysis under Climate and Soil Thermal
dynamics. These sections include full analyses of annual and seasonal precipitation, snow day
fraction, active layer thickness, and thermokarst potential.

Precipitation maps (Figure C-8—Figure C-10) project slight increases in precipitation over time,
across all seasons. However, it should be noted that uncertainty in precipitation projections is
relatively high, and that any increase in water availability may be affected by changes in
seasonality, and/or may be offset by increased evapotranspiration (due to temperature
increases).

Active Layer Thickness refers to either a) the depth of the top layer of soil that thaws during the
summer months in a permafrost environment, or b) the depth of surface freeze during winter
months, in areas that do not have permafrost at one-meter depth. Climate change is likely to
increase ALT in areas with permafrost at one meter depth, and decrease winter depth of freeze
in areas without shallow permafrost (Figure C-36, Figure C-37). Deeper ALT suggests deeper
potential rooting depths, which suggests possible shifts from shallow-rooted dominant
vegetation class such as graminoid tundra to deeper rooted shrub or tree species. White spruce
require deeper rooting than black spruce. As suggested by Lloyd et al. (2003), tree and tall
shrub species may be limited at the Arctic treeline by the availability of well-drained microsites.

Area-wide, ground-surface flows would be expected to increase with increases ALT. Surface
flows may also be affected by thermokarst. The thermokarst predisposition maps (Figure C-38,
Figure C-39) represents the likelihood that thermokarst could initiate and expand under warming
climate (1-km resolution). The general hypothesis underlying the development of this model is
that thermokarsts occur in lowland peatland with ice-rich permafrost.

How reliable are these predictions? Are there other data/models which provide
information that is different than the output presented?

The reliability of SNAP climate predictions is discussed in the climate section of this report; no
existing data or models offer more reliable or finer-scale projections for precipitation or active
layer depth than the SNAP and GIPL models referenced here. As described under MQB1,
existing models of potential evapotranspiration are likely too simplistic to account for fine-scale
variations in incoming shortwave radiation, wind speed and humidity. Thus, examining the
impacts on vegetation from changes in PET may more effectively be conducted using outputs
from the stochastic ALFRESCO fire model. As discussed in the Fire section of this report,
summer warming and drying conditions are likely to trigger greater overall flammability and
vegetation shifts.

Please see limitations section under the appropriate section for a discussion on the accuracy
and limitations of the analysis.
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4.4 Climate Change and Seasonality (MQ E1)

MQ E1: How is climate change affecting the timing of snow melt and snow onset, spring
breakup and green-up, and growing season length?

As described in the Climate section of this report, DOT represents the day on which the mean
temperature, interpolated between monthly values, crossed the freezing point in the spring.
Date of Freeze represents a similar date in the fall, and LOGS represents the nhumber of days
between those two dates. Date of Thaw correlates with snow melt, spring breakup, and green-
up, although with varying lag-times in each case. Likewise, DOF correlates with snow onset,
while not matching it exactly. Length of Growing Season correlates with the actual growing
season length, although actual growing seasons will always be shorter than LOGS, and will vary
by species.

As can be seen in, Figure C-16 and Table C-7, LOGS is projected to increase across the CYR
study area, due to shifts in both DOT and DOF, with subtle short-term shifts and marked long-
term shifts. Average long-term change in LOGS by ecoregion is 8-10 days. For DOT, the
expected change is 2—-4 days, and for DOF, 6—7 days. Greater variation occurs at the pixel
level, and high-elevation areas in the Brooks Range can have a LOGS of less than 2 months.

Length of Growing Season at the level of the small watersheds (5"-level HUCs) that surround
communities can be seen in Table C-13. While the projected long-term shift is not dissimilar
among communities, an increase of 8-10 days may make a greater difference in communities
that currently have extremely short summer seasons, such as Arctic Village or Anaktuvuk Pass.

Green-up has been recorded in Fairbanks from 1976 to the present (McGuire et al. 2015), and
although the data show large standard deviations, the trend is toward an earlier date, with a shift
of about 3 days in about 40 years, from about May 12" to about May 9" (Figure C-41). Similarly,
DOT projections suggest a shift of about 3 days in the next 40-50 years. For Fairbanks, this
shift is from April 11" to April 8. There is clearly a lag time between DOT and green-up, but if
we assume that the lag time holds steady at about 29 days, then we might expect green-up in
the Fairbanks area to occur, on average, on about May 6" by 2060. However, we would also
expect the high degree of variability seen in Figure C-41 to continue. This variability is so high
that the trend has not yet reached statistical significance (regression; P = 0.45).

Similarly, the annual breakup date for river ice has been carefully recorded for one site in
Interior Alaska, thanks to the annual betting pool known as the Nenana Ice Classic, which has
taken place since 1917 (Figure C-42). Examining the data from the 1970s to the present shows
a similar statistically significant trend (regression; P < 0.001) to that seen in the green-up data
and the LOGS projections. Note that breakup always occurs prior to green-up, and that the lag
time varies slightly, but that the two appear to have a very strong correlation (Figure C-43).

How reliable are these predictions? Are there other data/models which provide
information that is different than the output presented?

The reliability of SNAP climate predictions is discussed in the climate section of this report; no
existing data or models offer more reliable or finer-scale projections for precipitation or active
layer depth than the SNAP models referenced here. With regard to application of SNAP data to
guestions of the timing of seasonality, as pinpointed in this MQ, the recorded data presented in
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Figure C-41 through Figure C-43 corroborates modeled data and also provides possible means
for data calibration.
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Figure C-41. Date of bud-burst (green-up) in the Fairbanks areas, 1976 to the present. Date from
McGuire et al. 2015. Although the trend is toward earlier green-up, the regression is not statistically
significant (P = 0.45).
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Figure C-42. Date of historical ice breakup of the Nenana Ice Classic. The trend toward earlier dates
(negative slope of regression) is statistically significant (P < 0.001).
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Figure C-43. Correlation between Nenana River ice breakup dates (Nenana 2011) and green-up dates in

Fairbanks (McGuire et al 2015).
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Table C-13. Length of Growing Season (LOGS) by community, based on 5th-level watersheds (HUCSs).

Community 2010s 2020s 2060s Community 2010s 2020s 2060s
Alatna 156 157 166 Healy Lake 170 170 179
Alcan Border 170 169 178 Hughes 163 164 173
Allakaket 156 157 166 Kiana 151 153 162
Ambler 153 155 165 Kobuk 156 157 168
Anaktuvuk Pass 123 125 133 Kotzebue 145 147 156
Arctic Village 136 138 144 Livengood 173 173 182
Badger 177 177 185 Manley Hot Springs 173 173 181
Beaver 161 162 170 Minto 173 173 181
Bettles 157 158 167 Moose Creek 176 175 183
Big Delta 176 176 184 Nenana 175 175 183
Birch Creek 160 160 168 New Allakaket 156 157 166
Central 159 159 168 Noatak 144 145 154
Chalkyitsik 161 161 170 Noorvik 149 151 160
Chena Ridge 177 177 185 North Pole 177 177 185
Chicken 157 157 166 Northway 173 172 181
Circle 160 160 167 Northway Junction 173 172 181
Coldfoot 151 152 161 Pleasant Valley 175 175 183
College 177 177 185 Rampart 165 165 174
Dot Lake 170 169 179 Red Dog Mine 139 141 149
Dot Lake Village 170 169 179 Ruby 167 167 176
Dry Creek 170 169 179 Salcha 176 175 183
Eagle 166 165 175 Selawik 147 149 157
Eagle Village 166 165 175 Shungnak 156 157 168
Eielson AFB 176 175 183 South Van Horn 177 177 185
Ester 177 177 185 Steele Creek 177 177 185
Evansville 157 158 167 Stevens Village 163 163 171
Fairbanks 177 177 185 Tanacross 167 166 175
Farmers Loop 177 177 185 Tanana 167 167 175
Fort Yukon 161 161 168 Tok 167 166 175
Four Mile Road 175 174 182 Two Rivers 176 176 185
Fox 177 177 185 Venetie 162 162 170
Galena 165 165 175 Whitestone 177 176 185
Goldstream 177 177 185 Wiseman 146 147 156
Harding-Birch Lakes 175 174 183

A short summer season occurs in the CYR study area and small changes can trigger large
changes in vegetation and wildlife. Shoulder-season changes can also be seen in changes in
the percentage of days on which any precipitation would be expected to arrive as snow, as
opposed to rain.
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Summary

Section D. Biotic Change Agents provides the detailed descriptions, methods, datasets, results,
and limitations for the assessment of current and future impacts of non-native plants in the Central
Yukon study area. Additionally, a historic, current, and limited future assessment of the impacts
of insect- and disease-related forest damage is provided.
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Section D. Biotic Change Agents

1. Invasive Species

This section of the Technical Supplement addresses invasive species as a Change Agent (CA)
for the Central Yukon (CYR) study area. Invasive species are defined as non-native species
whose introduction does or is likely to cause economic or environmental harm or harm to human
health (see Executive Order 13112). Nationally, invasive species are recognized to be a major
concern for resource management (Pimentel et al. 2005, USDA 2013). In Alaska and the
circumpolar North, invasive species are not known to have caused the degree of damage
observed at lower latitudes (Carlson and Shephard 2007, Sanderson et al. 2012, Lassuy and
Lewis 2013). However, increasing examples of ecological and economic harm are recognized in
the state (Croll et al. 2005, Carlson et al. 2008, Spellman and Wurtz 2011, Nawrocki et al. 2011,
Schworer et al. 2012, Spellman et al. 2014). While most non-native species populations are
currently small and geographically restricted, they may become more problematic with future
changes in land-use, climate, and disturbance regimes (Carlson and Shephard 2007, Spellman
et al. 2014).

The CYR Rapid Ecoregional Assessment (REA) does not pose specific invasive species
Management Questions (MQs); however, invasive species as agents of change are implicit in all
REAs. We, therefore, address the current state and predicted future vulnerability of the landscape
to invasive species establishment in the CYR study area. Potential impacts to Conservation
Elements (CEs) are summarized here, but additional discussion can be found in sections devoted
to each CE. Here we address the general questions:

1. What s the current state of invasive species in the study area and which resources
are most at risk?

2. What is the predicted future state of invasive species in the study area?

1.1 Introduction

Numerous populations of non-native plants, including those with large perceived ecological
impacts (i.e., “invasive”), are established in the CYR study area. Information on invasive animals
and pathogens in the region is substantially more limited; we, therefore, restrict our primary
analysis to non-native plant species and describe a vulnerability assessment for invasion under
current and future conditions. However, a brief synopsis of non-native animals in the region is
included below. We conducted a separate assessment of river and lake vulnerability to
establishment of invasive waterweed (Elodea spp.) because this species group is anticipated to
have potentially strong effects on aquatic resources of high management value (i.e., salmon and
fish-bearing waterways). Additionally, the synthetic vulnerability assessment only incorporates
terrestrial data that are unlikely to capture vulnerability to aquatic invaders.

Non-native animals known from the region range from birds and mammals to invertebrates,
including some species with notable ecological impacts in other regions; distributions of these
species appear to be concentrated in the urban area around Fairbanks. Starlings
(Sturnus vulgaris) have been established in Fairbanks since at least 1979 (Kessel 1979); these
birds are believed to pose a particular threat to cavity nesting species (Ingold 1998), although
other studies have not been able to detect population declines of native birds in the presence of
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starlings (Koenig 2003). While starlings have been documented in the region for over 35 years,
populations apparently have remained small and primarily restricted to the urban landscape
(Harding Scurr and Van Hemert, pers. comm.). It is not clear what effects starlings may be having
on native boreal species. Norway rats (Rattus norvegicus) are reported from Fairbanks, but
apparently are restricted to the town (ADF&G 2016a). Ecological impacts of non-native rats can
be especially severe for ground-nesting birds and are well-documented on seabird islands.
Introduced rat populations on continental land masses in natural areas, however, do not appear
to typically reach levels that cause significant effects. Invasive invertebrates documented in the
region include gypsy moth (Lymantria dispar)—an aggressive defoliator that is known in the state
from a single male collected in Fairbanks in 2006 (ADF&G 2016b)—and non-native earthworms
(S. Seefeldt, pers. comm.). The introduction of earthworms in other boreal and north-temperate
forests has resulted in large ecological changes in soil and above-ground ecology (Bohlen et al.
2004, Frelich et al. 2006), but currently populations in the CYR study area are only known from
Fairbanks. Non-native sawfly defoliators have caused moderate to severe defoliation for several
years in riparian alder communities south of the Alaska Range (Kruse et al. 2010, Kruse and
Lisuzzo 2010, Kruse et al. No Date); these defoliators were detected in four locations near
Fairbanks, but population levels were extremely low and defoliation was negligible (Kruse and
Lisuzzo 2010). Further discussion of non-native insects as pests are included in section D-2.

1.2 Methods
Current Invasive Species Status

To address the current state of invasive species in the CYR study area, we compiled non-native
plant data from the statewide weed database (AKEPIC?) in September 2015. Data in AKEPIC
contain associated non-native plant presence and absence records for the state. Additional non-
native plant occurrences were garnered from the Pacific Northwest Herbaria Consortium? (2015)
and Toolik Lake Field Station Virtual Herbarium?® (2015). Current status of invasive species was
evaluated by overlaying the CYR study area with the spatially explicit non-native plant data and
extracting all relevant records. Figure D-1 displays an overview of methods and approach.

1 See http://accs.uaa.alaska.edu/invasive-species/non-native-plants/ for updated data
2 See http://pnwherbaria.org/
3 See http://toolik.alaska.edu/edc/biotic_monitoring/virtual _herbarium.php
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Figure D-1. Process model of invasive species current and predicted future condition methodology.

Current and Future Infestation Vulnerability
Survey intensity for non-native plants in the CYR study area is not strong or consistent across the
study area; we, therefore, developed an analytical model to identify areas that are perceived to
be currently vulnerable to invasion by non-native plant species. This analysis is intended to
supplement the empirical data, identify areas in which future surveys may be directed, and to
evaluate the potential change in vulnerability in the future. The analytical approach used here
(variance partitioning via classification tree and random forest) facilitates the evaluation of a large
number of variables that may have non-linear relationships and complex interactions; this
approach has been used elsewhere to understand patterns of plant invasion vulnerabilities (see
De’ath and Fabricius 2000, Cutler et al. 2007, Tamayo and Olden 2014), including the Yukon
River Lowlands—Kuskokwim Mountains—Lime Hills REA (Carlson et al. 2014).

The basic approach taken here were as follows:

1.) Determined the climate, habitat, and anthropogenic variables that are associated
with watersheds having weed problems in Interior Alaska based on the non-native
plant data.

2.) Determined which watersheds in the CYR study area have those climate, habitat,

and anthropogenic variables associated with weed problems.

3.) Determined which watersheds in the CYR study area are projected to have those
future climate, habitat, and anthropogenic variables associated with weed

problems.

D-3



Section D. Biotic Change Agents

Watersheds with weed problems are defined by having a species likely to cause management
concerns (i.e., invasiveness rank of 60 or greater, see Carlson et al. 2008 and Nawrocki et al.
2011) and at least ten non-native species present. These watersheds (5th-level hydrologic units)
are termed “infested.” These criteria separated watersheds into those with only a small number
of species that are typically associated with disturbed substrates such as roadsides, and those
watersheds that have potentially problematic species and high numbers of non-native species.
Infested watersheds are also highly correlated with greater numbers and areas of infestations.

0 100 200 300 km N
el L |
I T I
0 100 mi A
‘w‘f)’,
Legend
| Watersheds with non-native plant species

Figure D-2. Map of watersheds (red) south of the ridge crest of the Brooks Range with non-native plant
occurrences that were used in the infestation vulnerability model. Watersheds without weed-survey effort
were excluded.

The invasion vulnerability model was first developed for the broad region between the Alaska
Range and Gulf of Alaska. Model development for this broad region allows for much greater
resolution of the relationship among variables. Additionally, it encompasses climate,
anthropogenic, and infestation conditions beyond those present in the CYR study area, but
conditions that may occur within the region in the future. For example, mean January
temperatures warmer than -12 °C currently do not occur in the CYR study area, but are anticipated
to occur by the 2060s. A total of 441 5th-level HUCs that were surveyed for non-native plants
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were included in the broad analysis (Figure D-2). Watersheds that were not surveyed were not
included in the analysis.

The relationship of the HUC infested/not infested classification was then compared with 20
climate, habitat, and anthropogenic variables in classification tree and random forest analysis.
The climate variables included: mean annual temperature and precipitation, mean January
temperature and precipitation, mean July temperature and precipitation, mean growing season
length, mean freeze date, mean date of thaw, and mean summer warmth index (Table D-1). The
habitat variables included: area of permafrost, river length, and native vegetation richness.
Anthropogenic variables included: human population size, total income, area of development,
area of agricultural land, length of highways, secondary roads, and trails. Threshold predictor
values derived from the classification tree model for the broad region were then used to delineate
invasion vulnerabilities within the CYR study area in GIS. Lastly, known infestations were overlaid
on the modeled infestation vulnerability map to qualitatively compare outputs.

Table D-1. Source datasets for analysis of invasive species.

Dataset Name Data source

Alaska Exotic Plants Information Clearinghouse (AKEPIC): non-
native plant species, location, infestation size, associated vegetation | ACCS
community

Climate Data: mean annual temperature and precipitation, mean
January temperature and precipitation, mean July temperature and
precipitation, mean growing season length, mean freeze date, and SNAP
mean date of thaw, mean summer warmth index for current, 2010s-
2020s, and 2060s

Anthropogenic GIS: human population size, total income, area of
development, area of agriculture, length of highways, secondary
roads, and trails

ISER, U.S. Census Bureau,
National Land Cover Database

Habitat Data: area of permafrost, river length, and native vegetation

. SNAP, ADNR, ACCS
richness

Elodea historic and future climate suitability envelope: modeled
suitable area based on global distribution and associate climate and
topographic variables

Matthew W. Luizza (Colorado
State University)

We modeled near-term future (2025) and long-term future (2060) invasion vulnerabilities using
the classification tree approach described above. Invasion vulnerability thresholds from the
current classification tree model were maintained; however, we used projected future climate and
anthropogenic conditions to identify areas vulnerable to invasion for the CYR study area.

Waterweed (Elodea spp.) Invasion Vulnerability

Elodea (waterweed) is widely recognized as a serious threat to the ecology of freshwater
systems—this plant can achieve dense monaospecific stands, reduce the flow of water, and alter
the chemical composition of the water body, including hyper-eutrophication and oxygen depletion
(Josefsson 2011). It is native to North America south of the limit of the former Laurentide ice sheet,
south of the southern US-Canada border. This species was first recorded in Alaska in 1982 and
in recent years the number of known sites has increased dramatically, especially in urban
waterbodies and those with high use. First, we mapped known populations of waterweed (recently
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identified as Elodea nuttallii in the Fairbanks region; E. canadensis and hybrids between the two
species have been introduced south of the Alaska Range) within the CYR study area. Secondly,
we identified waterbodies of perceived greater risk of importation and establishment of Elodea
using a deductive model in GIS. Elodea is known to establish by small fragments and can easily
attach to equipment, vehicles, and float planes, thus, spreading easily. We, therefore, identified
susceptible stream networks based on terrestrial and aquatic anthropogenic vectors and then
identified susceptible lakes based on floatplane access as a vector.

The United States Geologic Survey’s National Hydrography Dataset (NHD) was queried to identify
lotic water bodies within the CYR study area susceptible to the spread of Elodea. Network traces
were performed downstream of road intersections to identify waterways with potential sources of
introduction as natural dispersion upstream would be limited without anthropogenic assistance.
Network traces were performed upstream and downstream of public boat launches and known
Elodea infestations. Potential upstream movement of Elodea propagules from public boat
launches was invoked as plant fragments may be moved by boats, boaters, and their equipment
upstream as well as downstream. We defined boat-navigable waterways in the study area as all
named rivers in the NHD and only those portions of Birch Creek downstream of the boat launch
located on the creek. River traces were only limited by the most upstream/downstream portion of
the river within the study area. River segments were attributed with fields to record these source
vectors and given a presence/absence rank (1 = presence, 0 = absence) based on the results of
the geometric network traces. Vectors were assumed equal as vector significance is a data gap.
River segments were then assigned a susceptibility to invasion rank by summing across all vector
fields. The susceptibility to invasion field ranged from 1—4 with higher values indicating higher risk
of introduction and were summarized as low, medium, medium-high, and high.

Floatplanes are a potential vector for Elodea introductions (Alaska DNR no date) and we,
therefore, identified lakes = 1 km in longest axis as “likely accessible” by floatplane and those 0.5
to < 1.0 km in length as “possibly accessible.” This distance criterion was developed based on a
review of lakes used for floatplane landings in the Kanuti National Wildlife Refuge. Other features
such as lake depth or shape, presence of obstructions, high waves, lack of appropriate approach
to shore, etc., may result in inaccessibility of lakes longer than 1 km; however, these features are
not readily assessed with GIS or other datasets at hand. Additionally, this approach only considers
a component of the likelihood of Elodea transport and does not encompass habitat suitability (e.g.,
lake depths less than 9 feet, pH from 6.0-7.5, etc., see Gollasch 2006), or probability/frequency
of landings (e.g., lakes closer to urban centers, or those with greater recreational uses).

For vulnerable lakes identified above, we then overlaid regions assessed to be of high, moderate,
and low suitability for both historic and future scenarios. Habitat suitability was based on
associations of known locations of Elodea worldwide with 23 climate and topographic variables
from analysis by Luizza et al. (2016). The habitat suitability model of Luizza et al. (2016) indicated
that temperature during the warmest quarter was the most important variable with very little
probability of Elodea occurring below a threshold of approximately 10 °C during the summer.
Precipitation and topographic variables were of secondary importance. Matthew Luizza graciously
shared his GIS layers of Elodea habitat suitability, which we then overlaid with our lake
vulnerability layer.
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1.3 Results

Current Distribution of Non-Native Plants

A total of 110 non-native vascular plant taxa have been documented with nearly 6,900 infestation
records, encompassing a total of 2,156 acres (Table D-2). This accounts for 0.0022% of the CYR
land area. Figure D-3 displays the spatial distribution and density of known infestations in the
CYR study area. Highway corridors, urban centers, and villages are the primary areas with major
populations of non-native plants established.

The species with the greatest perceived ecological risk established in the study area are
Phalaris arundinacea, Melilotus albus, Elodea nuttallii, Cirsium arvense, Caragana arborescens,
Prunus padus, Sonchus arvensis ssp. arvensis, Vicia cracca ssp. cracca, and Rosa rugosa.
Rosa rugosa, however, is known from a single historic collection at the former Rampart
Experiment Station and is likely extirpated in the region. Phalaris arundinacea cultivars are
currently restricted to roadsides in the immediate Fairbanks area (note: native genotypes of this
grass are known from hot springs in the region, see Jabowski et al. 2013). Cirsium arvense was
recorded in Stevens Village on the Yukon in 2011, and above-ground biomass was clipped and
bagged. The current status of this Cirsium arvense population is unknown. The invasive
waterweed, Elodea nuttallii, is found in the Chena Slough (to the confluence with the Tanana
River) and in nearby Chena Lake. Caragana arborescens is planted as an ornamental shrub, with
scattered records in communities such as Eagle, Fort Yukon, Fort Greely, and a few populations
noted along roadsides, such as the Steese Highway. Sonchus arvensis ssp. arvensis is primarily
known from the Fairbanks and Delta Junction areas, and is particularly problematic along
roadsides in agricultural contexts; however, outlying populations are found north along the Steese
and Dalton Highways. Prunus padus is noted from Fairbanks, Delta Junction, Fort Yukon, as well
as isolated trees along Chena Hot Springs Road and the Elliot Highway north of Chatanika Creek.
Vicia cracca ssp. cracca is quite widely dispersed throughout the CYR study area, including
remote cabin and trails along the Yukon River and as far north as Coldfoot. This species is
particularly problematic along the Interior road system. Similarly, Melilotus albus is widely
distributed in the region from the northern boundary of the CYR study area on the Dalton Highway,
west in Galena, and east to the Yukon border along the Alaska Highway. While this species is
primarily found along road right-of-ways, it is also known to establish in openings in the boreal
forest (e.g., after fires) and along sandbars of rivers. Low soil pH may limit establishment of this
species in some regions of Alaska (Conn et al. 2008).

The most commonly occurring species include highly invasive Melilotus albus, Vicia cracca, and
Hordeum jubatum, as well as more weakly invasive, disturbance specialists:
Chenopodium album, Crepis tectorum, Matricaria discoidea, Plantago major, Polygonum
aviculare, and Taraxacum officinale. With the exception of Taraxacum officinale, these species
typically require continued ground disturbance to persist in Alaska and are unlikely to establish in
large numbers in natural areas outside of active floodplains or recent fires. Most recorded non-
native plants are known from right-of-ways and villages.
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Figure D-3. Distribution of non-native plant infestations in the CYR study area (white to red circles).
Warmness of points is scaled to density of all non-native plants (white to yellow) and density of highly
invasive plants (white to red).

Figure D-4. Vicia cracca infestation at the intersection of the Parks Highway and Sheep Creek Road in
Fairbanks (left), and Caragana arborescens infestation at Mile 44, Steese Highway (right).
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Table D-2. Non-native vascular plant species known to occur in the CYR study area ordered by
Invasiveness Rank (abbreviated in table as IR). See Carlson et al. 2008 for discussion of ranking criteria.
NA = indicates taxa that have not received an invasiveness rank.

Scientific Name Common Name IR Scientific Name Common Name IR
Phalaris arundinacea reed canarygrass 83 Brassica rapa rape 50
Melilotus albus white sweetclover 81 Galeopsis bifida splitip hempnettle 50
Elodea nuttallii western waterweed 79 Fallopia convolvulus black bindweed 50
Cirsium arvense creeping thistle 76 Alopecurus geniculatus water foxtail 49
Caragana arborescens Siberian peashrub 74 Medicago lupulina black medick 48
Prunus padus European bird cherry 74 Rumex crispus curly dock 48
irc\)/r;%hsl:ss arvensis ssp. field sowthistle 73 ;rtl)rzjlsruurr?qspermum rsr(]::;vtvlgz(sj false 48
Vicia cracca ssp. cracca bird vetch 73 Persicaria lapathifolia pale smartweed a7
Rosa rugosa rugosa rose 72 Persicaria maculosa spotted ladysthumb a7
Linaria vulgaris butter and eggs 69 Poa annua annual bluegrass 46
Melilotus officinalis yellow sweetclover 69 Sonchus asper spiny sowthistle 46
Lonicera tatarica ;s;aef;gllckle 66 Polygonum aviculare prostrate knotweed 45
Lotus corniculatus bird's-foot trefoil 65 Lappula squarrosa European stickseed 44
Medicago sativa ssp. falcata  yellow alfalfa 64 Plantago major common plantain 44
Hordeum jubatum foxtail barley 63 Mentha spicata spearmint 43
Bromus inermis smooth brome 62 Silene noctiflora nightflowering silene 42
Leucanthemum vulgare oxeye daisy 61 Silene latifolia bladder campion 42
Cirsium vulgare bull thistle 61 Stellaria media common chickweed 42
Elymus repens quackgrass 59 Thlaspi arvense field pennycress 42
Medicago sativa ssp. sativa  alfalfa 59 Anthemis cotula stinking chamomile 41
Trifolium repens white clover 59 Descurainia sophia herb sophia 41
Taraxacum officinale common dandelion 58 Hesperis matronalis dames rocket 41
Trifolium hybridum alsike clover 57 Lolium multiflorum Italian ryegrass 41
Crepis tectorum Eg\r/\rli\;vtl)izfr d 56 Capsella bursa-pastoris shepherd's purse 40
Myosotis scorpioides true forget-me-not 54 Hordeum vulgare common barley 39
Phleum pratense timothy 54 Papaver croceum* Iceland poppy 39
Ranunculus repens creeping buttercup 54 Poa compressa Canada bluegrass 39
Elymus sibiricus Siberian wildrye 53 Chenopodium album lambsquarters 37
Trifolium pratense red clover 53 Cerastium glomeratum sticky chickweed 36
Alopecurus pratensis meadow foxtail 52 Senecio vulgaris old-man-in-the-Spring 36
Poa pratensis ssp. pratensis  Kentucky bluegrass 52 Spergularia rubra red sandspurry 34
Hieracium umbellatum Eg\:\rlﬁxf:; 51 Viola tricolor johnny jumpup 34
Rumex acetosella gg:rrgwon SR 51 Matricaria discoidea disc mayweed 32

Spergula arvensis corn spurry 32

Lepidium densiflorum common pepperweed 25

4 This taxon is recognized as Papaver nudicaule in the Integrated Taxonomic Information System; however,
the name Papaver croceum is used in Alaska to distinguish the introduced cultivar from the native species,

P. nudicaule.
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Table D-2 Continued. Non-native vascular plant species known to occur in the CYR study area ordered
by Invasiveness Rank (abbreviated in table as IR). See Carlson et al. 2008 for discussion of ranking criteria.

NA = indicates taxa that have not received an invasiveness rank.

Scientific Name Common Name IR Scientific Name Common Name IR

Amsinckia menziesii Menzies' fiddleneck NA Lathyrus pratensis meadow pea NA

Artemisia biennis biennial wormwood NA Nemophila menziesii baby blue eyes NA

Atriplex hortensis garden orache NA Pastinaca sativa wild parsnip NA

Plagiobothrys fragrant

Avena fatua wild oat NA figuratus ssp. figuratus popcornflower NA

Bidens cernua nodding beggartick NA Polygonum achoreum leathery knotweed NA

Borago officinalis common borage NA Puccinellia distans weeping alkaligrass  NA

Chenopodium narrowleaf

leptophyllum goosefoot NA Raphanus sativus cultivated radish NA

Chenopodium rubrum red goosefoot NA Rudbeckia hirta blackeyed Susan NA

Chenopodium simplex mapleleaf goosefoot  NA Rumex acetosa garden sorrel NA

Collomia linearis tiny trumpet NA Rumex maritimus golden dock NA
Canadian

Conyza canadensis horseweed NA Schedonorus pratensis tall fescue NA

Dianthus barbatus sweetwilliam NA Sisymbrium altissimum tall tumblemustard NA
common viper's

Echium vulgare bugloss NA Solanum nigrum black nightshade NA

Sonchus arvensis ssp.

Erodium cicutarium redstem stork's bill NA uliginosus moist sowthistle NA
common

Erucastrum gallicum dogmustard NA Sorbaria sorbifolia false spiraea NA

Eschscholzia

californica California poppy NA Taraxacum erythrospermum rock dandelion NA

Gaillardia pulchella Indian blanket NA Trifolium lupinaster lupine clover NA

Geranium bicknellii Bicknell's craneshill NA Veronica longifolia longleaf speedwell NA

Gnaphalium

uliginosum marsh cudweed NA Vicia sativa ssp. nigra garden vetch NA

Helianthus annuus common sunflower NA Vicia villosa winter vetch NA

Lactuca tatarica blue lettuce NA

Table D-3. Most abundant non-native vascular plant species present in the CYR study area (more than 100
recorded infestations), number of infestations by each species and total area infested, and Invasiveness
Rank (see Carlson et al. 2008 for discussion of ranking criteria).

Species INumbe_r ol Vel lies iz Invasiveness Rank
nfestations Acres
Melilotus albus (white sweetclover) 1108 259 81
Vicia cracca ssp. cracca (bird vetch) 990 75 73
Hordeum jubatum (foxtail barley) 649 252 63
Plantago major (common plantain) 503 187 44
Taraxacum officinale (common dandelion) 488 214 58
Crepis tectorum (narrowleaf hawksbeard) 361 83 56
Matricaria discoidea (disc mayweed) 282 123 32
Bromus inermis (smooth brome) 256 85 62
Chenopodium album (lambsquarters) 252 70 37
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. Number of Total Infested .
Species . Invasiveness Rank
Infestations Acres
Trifolium hybridum (alsike clover) 167 103 57
Lepidium densiflorum (common pepperweed) 165 63 25
Polygonum aviculare (prostrate knotweed) 161 58 45

Current and Future Infestation Vulnerability

Classification tree analysis of Interior Alaska invasion vulnerability produced a model with
moderate to good explanatory power (misclassification rate = 19%, Cohen’s kappa = 0.53; Figure
D-5). The resulting five categories were defined as “High Infestation Vulnerability,” “Potentially
High Infestation Vulnerability,” “Moderate Infestation Vulnerability,” “Potentially Low Infestation
Vulnerability,” and “Low Infestation Vulnerability,” based on the proportion of infested HUCs to
the total number of HUCs defined in each terminal branch, as well as the uncertainty associated
with sample size. Very high certainty is associated with the Low Infestation Vulnerability based
on percent developed area and secondary road density (only 5 out of 182 watersheds were
misclassified). Less certainty is associated with the higher vulnerability classes. The variables
that best describe the variance, and, thus, defined our categories were: percent developed land,
mean thaw date, highway road density, and secondary road density.

LTS
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Figure D-5. Classification tree for non-native plant infestations in 5th-level HUCs for Interior Alaska. At
each node predictor thresholds are indicated. Colored labels below the terminal nodes indicate levels of
infestation vulnerability. Thus, the far left terminal node defined as “High Infestation Vulnerability” illustrates
that HUCs in Interior Alaska with highway road densities = 10.5 m/km?2, mean thaw dates prior to the Julian
date of 121.6 (April 30), and with greater than 0.00085% of the land area developed have a very high
probability of being correctly classified as “infested” (ie., 76/95 HUCs are correctly classified; r = 0.20). Red
and blue bars at the terminal branches represent the number of HUCs that are “infested” or “not infested”
based on empirical data with the predictor characteristics described in their branches. R values represent
misclassification rate.
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Probability of a HUC being infested followed a threshold response for anthropogenic variables,
with probability of infestations increasing dramatically with even modest amounts of human
activity (not shown). However, area of agricultural land was the least important variable in this
analysis. Climate variables had more diverse relationships with probability of infestation. In
general, HUCs with warmer summers and earlier thaw dates had higher probabilities of being
infested.

Potential current and projected future infestation vulnerabilities based on the classification tree
model are shown in Figure D-6. HUCs predicted to have low infestation vulnerabilities typically
have zero to few records of non-native plant infestations. Non-native plants known in these
watersheds predicted to be of low vulnerability are generally widespread disturbance-associated
plants such as Plantago major, Matricaria discoidea, and Chenopodium album. Because these
plants rarely achieve high biomass and are poor competitors, we anticipate minimal ecological
impacts. Five watersheds in central Alaska were predicted to be of low invasion vulnerability by
the model, but in fact had known infestations of highly invasive plants—two of these watersheds
were within the CYR study area (see Figure D-6). These infested watersheds were found along
the upper Yukon River. The small village of Birch Creek had the typical contingent of widespread
ruderal non-native plants, as well as more ecologically threatening species such as
Melilotus albus and Bromus inermis. Beaver Creek has populations of Bromus inermis. Factors
that are not encompassed in the CART model or stochastic events are likely responsible for these
misclassifications; in general, the few infested watersheds predicted not to be infested all have
concentrated human activity despite minimal ground disturbance.

Overall, there is a strong association of known infestations with modeled moderate to high
vulnerabilities, indicating the classification tree results correspond well with empirical data in the
region and are, therefore, useful for near- and long-term scenarios. It should be stressed that the
characterization of vulnerability at the 5"-level HUC is very coarse for plant invasion and it is likely
that only a fraction of the HUC is in fact vulnerable to non-native plant establishment. Infestations
are typically localized to areas on or adjacent to the human footprint in the state (Bella 2011,
Flagstad 2010), but there are increasing cases of plants moving into natural areas (Carlson and
Shephard 2007, Spellman et al. 2014).

Areas predicted to be of highest current vulnerabilities follow the primary highways. The predicted
vulnerability of the northern portion of the Dalton Highway transitions to “Potentially Low” due to
cooler temperatures (specifically later date of thaw). HUCs with moderately sized villages are
typically classified with vulnerabilities of “Moderate” or “Potentially High.”

Invasion vulnerabilities based on this model are anticipated to change in the long-term future time
step, while no changes in watershed classification occur in the near term. The most dramatic
change anticipated is associated with increased density of secondary roads associated with the
“‘Roads to Resources” (to the Ambler Mining District and preferred road to Nome, see Section-E.
Anthropogenic Change Agents) in which more than 30 watersheds transition from low predicted
invasion vulnerability to “Moderate Vulnerability.” With earlier thaw dates, and potential increases
in highway road density by 2060, HUCs along upper Steese Highway near Circle and the
watershed around Kiana are predicted to transition from low vulnerabilities to high vulnerabilities.
The percentage of watersheds predicted to be of low invasion vulnerability drops from 80%
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currently, to 74% by 2060 in the CYR study area. Thus, while there are predicted increases in
vulnerability to non-native plant invasion, the majority of watersheds are anticipated to have a low
probability of developing weed problems.

Near-Term Future (2020s)

Current

Long-Term Future (2060s) 200 1 453453
450
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Infestation Vulnerability (Current, Near-Term, Long-Term)
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> Non-native Plants Occurrences 0 100 200 300 400 Kilometers

Figure D-6. Modeled infestation vulnerability on 5®-level HUC watersheds in the CYR for current (upper
left), near-term (upper right), and long-term (lower left). HUCs with low predicted vulnerabilities are show in
green, potentially low in yellow-green, moderate in yellow, and potentially high in yellow-orange, and high
in orange. Two HUCs that were misclassified (predicted to have low vulnerability, but are known to have
invasive plants currently established) are indicated with an orange outline in the current map. Locations of
non-native plant occurrences are shown as circles in the current map.
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Waterweed (Elodea spp.) Invasion Vulnerability

A total of 37 public boat launches were identified as potential invasion points; boats and trailers
moving from infested waters to other locations are a likely source for future infestations of
waterweed (Table D-4). A number of launches on the Chena River with known infestations are
included.

We identified 2,060 km of named streams that were categorized as ‘High Susceptibility’ to
invasion of Elodea spp. and 6,079 km of named streams that were categorized as ‘Medium-High
Susceptibility' (Table D-4). These susceptible water networks had the highest combination of total
potential vectors. Streams with the greatest projected risk of future establishment of waterweed
are downstream on the Tanana from its confluence with the Chena, where waterweed is well
established (Figure D-7). It is likely that plant fragments have been moving down the Tanana for
some time, particularly during spring breakup. While some reports indicate Elodea is able to grow
in turbid waters (see references in Invasive Species Compendium 2015), we are not aware of
records of this plant in waterbodies with high sediment concentrations in Alaska. The most likely
habitats for establishment would be clear-water eddies, where smaller streams join the Tanana.
For example, Elodea was found in 2015 in Totchaket Slough, 19 km north of Nenana, off of the
Tanana River and just south of the study area—potentially establishing from fragments from the
Chena River. The Yukon and upper Tanana rivers are perceived to have moderate-high invasion
vulnerability due to the proximity to known infestations and number of public launches. Again,
establishment along the main stem of these rivers is not likely due to the high flow and sediments,
but clear-water eddies are vulnerable. Moderately vulnerable streams and rivers include the
Koyukuk and numerous upstream systems that drain into the Tanana (Figure D-7).

Table D-4. Summary of river length (in km) of named rivers (with loops, braids, and connections)
categorized as susceptible to Elodea infestation.

Susceptibility to Invasion | Total River Length (km)
Low 15,129.81
Medium 3,870.92
Medium—High 6,079.39
High 2,060.21

Over 1,500 lakes and ponds are road accessible in the CYR study area, with the majority located
in the Fairbanks-North Pole area where Elodea is already known to occur (Figure D-8). Elodea
infestations in the state are primarily known from shallow lakes and ponds, indicating these
waterbodies are particularly at risk. We identified 3,500 lakes in the region that are likely floatplane
accessible, in which waterweed may be accidentally transported on float rudders (Figure D-9).
Smaller lakes with marginal accessibility to aircraft number nearly 11,000 in the CYR study area.
Overlaying Low and Moderate climate suitability, based on modeling effort by Luizza et al. (2016),
results in only a minor reduction in numbers of vulnerable lakes in the Kobuk and Selawik river
valleys (Figure D-10). In general, lower elevation regions along the Tanana, Yukon, and Koyukuk
watersheds were identified as highly vulnerable. The Yukon-Old Crow Basin is predicted to have
the largest area of high climate suitability in the CYR study area by mid-century (2040-2059;
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Luizza et al. 2016). These broader regions correspond closely with both likely accessible lakes
and rivers with public boat launches (Figure D-10).
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Figure D-7. Named rivers (without loops and braids) susceptible to Elodea introduction in the CYR study
area.
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Figure D-8. Road accessible ponds and lakes in the CYR study area susceptible to Elodea introduction.
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Figure D-9. Floatplane accessible lakes in the CYR study area susceptible to Elodea introduction.
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Figure D-10. Floatplane accessible lakes in the CYR study area susceptible to Elodea introduction in areas
of high climate suitability, overlaid with climate suitability layer, based on climate and topographic variables
(Luizza et al. 2016).

Vulnerability Summary

In summary, non-native plants are largely restricted to areas of human habitation, roadsides, and
ground disturbance, both in urban areas, villages, and in a few cases around remote cabins and
trails. Numerous species that are perceived to be ecologically damaging are present, some such
as Melilotus albus and Viccia cracca are some of the most abundant in the CYR study area.
Control of Elodea is seen as an important management action statewide, due to the potential
impacts to aquatic resources. This plant is established in the Fairbanks region and persists
despite mechanical control efforts in the last few years—current, non-chemical tools are estimated
to require five years for an eight-person team to remove the whole 55-acre infestation in Chena
Slough (Lane et al. 2013). We identified a large number of waterbodies that are perceived to be
susceptible to invasion by this species. Impacts of currently established or potentially occurring
invasive species on Coarse- and Fine-Filter CEs are discussed in those sections (Sections G.—
J.).

We anticipate few increases in invasive plant vulnerability under the near-term scenario. However,
we anticipate substantially more watersheds becoming vulnerable to invasion in the long-term
scenario, due to increases in road density associated with the road to the Ambler Mining District
and associated with increases in summer warmth. The establishment of a road running west from
the heavily infested Dalton Highway to the Ambler District is likely to serve as corridor for non-
native plant establishment and movement. Additionally, this road would bisect numerous streams
and rivers and further spread of invasive plants down river floodplains is possible. Melilotus albus
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and Vicia cracca are two of the more problematic weeds along roadsides and floodplains in this
region that would likely be initial colonizers of future roadsides.

Direct impacts of invasive species on the Terrestrial Fine-Filter CEs in these time periods seem
unlikely, or at least not acute. Increased establishment of the invasive Melilotus albus on early
successional floodplains could impact snowshoe hares indirectly through reductions in willow
browse, as M. albus has been shown to depress willow and native forb establishment (see
Spellman and Wurtz 2011). Golden eagles in turn are highly reliant on snowshoe hare as prey;
however, it again seems unlikely that, based on the current and perceived future conditions of
invasive plants, measurable impacts would occur. It is unclear how the establishment of the
aquatic plant Elodea may impact trumpeter swans or beavers. Elodea was found to be one of the
primary diet components to trumpeter swans in the greater Yellowstone area in the winter, but
was much less frequently consumed in the summer (Squires and Anderson 1995). Thus, it is
difficult to predict how the presence of Elodea may impact trumpeter swans in a region where the
birds do not overwinter. Understanding the nutritional quality of Elodea relative to the native
species that it is replacing would be a key piece of information. The nitrogen concentration of
Elodea appears to be similar to that of other aquatic plants, but higher concentrations of defensive
flavonoid compounds (at least in Elodea nuttallii) appear to inhibit invertebrate herbivores (Harper
and Daniel 1934, Erhard et al. 2007). The movement of trumpeter swans and other waterfowl may
result in increased spread of Elodea in the CYR study area.

Ecological impacts of invasive plants to Terrestrial Coarse-Filter CEs is likely to be minor as well.
We do not anticipate extensive establishment of invasive plants in the upland Coarse-Filter CEs.
However, Vicia cracca is well-known to establish in, and adjacent to, mesic spruce-hardwood
forests and this Coarse-Fiter CE is also susceptible to the establishment of
Caragana arborescens, as evidenced by expanding infestations in mixed aspen-white spruce
forests in and around Fairbanks. As Caragana arborescens can form very dense coppices in its
introduced and native range, current and future expansion of this shrub could be problematic
(Carlson et al. 2008). In the peatland-dominated lowland woody wetlands, expansion of wetland-
associated invasive species, such as Phalaris arundinacea, is not particularly likely; however, the
establishment of this species in more nutrient-rich areas within the lowland woody wetlands does
seem possible.

The two lowland Coarse-Filter CEs are more likely to experience measurable impacts from non-
native species. Floodplains in Alaska have a large diversity on non-native plant species
established, including species perceived to have greater ecological impacts, such as
Melilotus albus, Hordeum jubatum, and Prunus padus. Once invasive plant populations establish
in river systems they will likely expand downstream rapidly. Prunus padus could become
increasingly problematic in mixed lowland forests in this region, as it is becoming a dominant tree
in semi-natural forests around Anchorage. Additionally, alder-dominated riparian habitats are
susceptible to defoliating green alder sawflies (Monsoma pulveratum). While only minor damage
has been recorded in the Interior due to this species, higher sawfly population sizes fueled by
warmer and longer summers could result in defoliation and mortality similar to that observed in
Southcentral Alaska. Currently, extensive defoliation by non-native sawflies is restricted to
climates with cool winters, moderate length warmish summers, and moderate precipitation
(Cliome 10, see Section C. Abiotic Change Agents). This climate is projected to be present in the
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CYR study area within a few decades, and by the 2060s this cliome is expected to occur in much
of the region from Galena to Kotzebue.

Aquatic CEs may be negatively impacted by Elodea. Currently, Aquatic Coarse-Filter CEs
affected by this invasive plant are small streams and small connected lakes in the Fairbanks area.
The more recent discovery of Elodea in Totchaket Slough off the Tanana is suggestive that large
rivers and streams may be acting as vectors for the establishment of the plant in smaller, and
slower-moving waterbodies downstream. Our deductive modeling results indicate that the Tanana
downstream from Fairbanks and the Yukon downstream from Circle are the most susceptible to
Elodea establishment due to known populations upstream or numerous public boat launches. A
large number of small and large connected lakes occur in the CYR study area that could receive
Elodea fragments from floatplanes. Elodea is currently established in Chena Lake and the DNR
is pursuing plans to eradicate the plant using herbicides.

Aquatic Fine-Filter CEs could be negatively impacted by the establishment and expansion of
Elodea, as this species forms very dense monospecific stands that reduces water flow, increases
sedimentation, affects dissolved oxygen concentrations, and lowers biodiversity (Nawrocki et al.
2011 and references therein). Establishment of dense Elodea stands could be beneficial for pike
because of increased cover from which to ambush prey. Chinook salmon breeding habitat is
degraded by establishment of Elodea in its native range (Merz et al. 2008) and the other Aquatic
Fine-Filter CEs that are reliant on less vegetated and organic substrates are likely to be negatively
impacted by Elodea as well.

Our analysis indicated that the human footprint, date of thaw, highway, and secondary road
density are the most important drivers of plant invasion at this scale. Most of these variables are
not anticipated to change in such a manner to greatly increase the probability of invasive plant
establishment, with the exception of secondary roads. However, watersheds that already have
populations of highly invasive plant species are likely to see increases in those populations with
future warming and increases in fire frequency, assuming control actions are not initiated.

1.4 Limitations and Data Gaps

Survey data on non-native species are lacking for many regions of the state, including a large
portion of the CYR study area. Additionally, surveys are concentrated in areas associated with
population centers and along road systems. Thus, interpretation of current infestations is based
on a fraction of the area being surveyed for non-native plants, and those surveys being conducted
preferentially in habitats likely to have non-native plants.

The spatial bias in survey intensity towards areas in, and adjacent to, human habitation is likely
to inflate the importance of roads and population centers in the classification tree analysis.
However, the surveys that have been conducted in more remote areas of the state suggest that
non-native species are indeed very uncommon outside of roadways and population centers. In
fact, weed surveys conducted in remote areas in Alaska generally have not detected any non-
native species without cabins, roads, or other human infrastructure (see Greenstein and Heitz
2013).
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The invasion vulnerability model did not include a number of variables that may influence invasion
potential, notably wildfire. The frequency, extent, and severity of wildfire may influence
probabilities of future invasions in this region. We suggest that watersheds with either known
infestations or high predicted invasion vulnerability that are also predicted to have high frequency
and extent of wildfire (see Section C. Abiotic Change Agents) are more susceptible to
establishment of problematic species off of the human footprint. However, regional differences in
soil and vegetation composition were shown to be more important in invasive plant establishment
than the severity of the burns or soil moisture (Spellman et al. 2014), and areas subjected to
wildfire in remote areas of the Interior rarely have non-native plants at present (Greenstein and
Heitz 2013).

Our invasion vulnerability approach to the aquatic invader, Elodea, likewise did not incorporate
many habitat and probability of dispersal variables that are known to be important. We developed
a coarse rubric to define accessibility of lakes by floatplanes, which was not able to include
additional factors such as lake depth or shape, presence of obstructions, lack of appropriate
approach to shore, etc., that would result in inaccessibility of lakes longer than 1 km. Additionally,
the probability or frequency of landings was not incorporated; lakes closer to urban centers or
those with greater recreational uses are likely to receive more floatplane traffic. While we did
include a broad-scale climate suitability approach with this species, we were not able to
incorporate finer-scale habitat features that influence the establishment of Elodea (e.g., pH from
6.0-7.5, organic substrates, etc., see Gollasch 2006). The inclusion of these elements are likely
to substantially reduce the number of waterbodies that are in fact highly vulnerable to Elodea
invasion.

Future infestation vulnerabilities are based on scenarios of climate change and development that
are inherently uncertain (see Section C. Abiotic Change Agents) and caution should be exercised
in interpretation of those outputs. Other disturbances such as herbivorous insect outbreaks and
wildfires are expected to increase the probability of non-native plant invasion; however, we are
unable to incorporate these factors in a meaningful spatial context. We suggest disturbances
within regions known to harbor infestations or predicted to harbor infestations are more likely to
experience expansions of existing populations.

The analysis of infestation vulnerability is restricted to a scale coarser than the area we are likely
to see invaded on the landscape. For example, a 5"-level HUC with “high infestation vulnerability”
is likely to have weed infestations present only in a small portion of the HUC.
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2. Insect- and Disease-Related Forest Damage

2.1 Introduction

Insect and disease agents can change native plant communities within Alaskan boreal forests.
Dominant tree and shrub species across boreal forest in Alaska are subject to large-scale,
stochastic defoliation and/or mortality events caused by surges in population, referred to in this
assessment as outbreaks, of a variety of native insects (bark beetles, woodborers, sawflies,
leafminers, etc.) and disease agents (wood decay, canker fungi, root disease, etc.). Large-scale
defoliation and mortality of dominant boreal forest trees and shrubs result in cascading changes
on plant communities and wildlife, increased fuels availability for fires, and changes in nutrient
cycling (Matsuoka et al. 2001, Juday et al. 2005, Boucher and Mead 2006, Fricker et al. 2006,
Werner et al. 2006a, Parent and Verbyla 2010, Tremblay et al. 2011).

While non-native insects and disease agents occur in the CYR study area, the insect and disease
agents reviewed in this assessment are native to the CYR study area. For example, the green
alder sawfly (Monosoma pulveratum) is an invasive alder defoliator, native to Eurasia and North
Africa, that has caused large areas of alder defoliation in Southcentral and Southeast Alaska and
has been observed in the study area near Fairbanks (Kruse et al. 2010). Other non-native
defoliating insects have been captured within the CYR study area as well (Kruse et al. 2010).
While forest damage caused by non-native insect agents may have been recorded during past
aerial surveys, non-native insects have not been identified as the causal agents for forest damage
polygons in the study area. Any potential forest damage caused by non-native species has been
lumped with forest damage caused by native insect and disease agents.

Using aerial survey data from USDA Forest Service, we addressed forest damage caused by
insect and disease agents in the CYR study area in several ways:

1.) mapped the distribution of observed insect- and disease-related forest damage
and summarized spatial trends in the relative impact of that damage per ecoregion
for the past 15 years;

2.) summarized spatial trends in the relative impact of insect- and disease-related
forest damage and of spruce mortality per tree- and shrub-dominated CE for the
past 15 years;

3.) assessed the status of the four most prevalent host/damage type combinations at
five year intervals for the past 15 years; and

4.) assessed the near-term and long-term future climate vulnerability of the CYR study
area to severe, regional outbreaks of spruce beetle. A climate-vulnerability
approach was taken because predicting areas or intensity of future spruce beetle
outbreaks was not possible.

2.2 Methods

Data on forest damage caused by insect and disease agents in the CYR study area were limited
to the United States Department of Agriculture (USDA) Forest Service annual forest damage
aerial surveys. Data on insect distribution and ranges within the CYR study area were identified

D-26



Section D. Biotic Change Agents

as a data gap. The United States Department of Agriculture (USDA) conducted annual forest
damage aerial surveys using fixed-wing aircraft along predetermined routes across Alaska’s
forests, with up to 25% of the total forested area of Alaska surveyed each year. Insect damage
within one to two miles on either side of flight paths was recorded by drawing polygons onto
1:250,000 scale USGS topographic maps or a digital elevation model (FS-R10-FHP 2012, 2013).
Some damage observations included an assessment of severity, which for this assessment was
standardized to three categories: high (greater than 50% of trees/shrubs affected), moderate
(approximately 50% of trees/shrubs affected), and low (less than 50% of trees/shrubs affected).
Recorded damage polygons were necessarily noticeable from a flying aircraft, generally indicating
that they were areas of at least 10% mortality or defoliation (Juday et al. 2005).

Aerial Survey Flight Paths and Distribution of Observed Damage

Because data collected in any single year represented less than 25% of the study area, grouping
the data into cumulative, multi-year assemblages provided greater spatial coverage of the study
area and more meaningful insights into trends. Forest damage polygons and aerial flight path
polygons were available from USDA Forest Service (Table D-5). Although forest damage
polygons were available dating from prior to 2000, the corresponding flight paths were only
available beginning in 1999. To enable a comparison of observed damaged areas to area
surveyed, no data from before 1999 was included in this assessment. Data related to forest
damage were compiled into a historic time interval consisting of the 15-year period from 2000 to
2014.

Table D-5. Source datasets for historic and current distribution of forest pest outbreaks.

Dataset Name Data source

Forest Health Protection Insect &
Disease Detection Survey Data
Explorer (IDS Explorer)

Region 10 Forest Damage Polygons 1997-2014 (datasets
integrated)

Forest Health Protection Insect &
Disease Detection Survey Data
Explorer (IDS Explorer)

Region 10 Aerial Forest Damage Survey Flight Paths 1999—
2014

Forest damage polygons from 2000 to 2014 were selected and joined to a standardized attribute
table to ensure consistency of the data between years. All polygons damaged by the following
agents were removed from the final dataset: flooding-high water, none (pockets of no damage
within damaged areas), fire, mud-land slide, wind-tornado/hurricane, and winter injury (Figure
D-11). The cumulative historic data provide a baseline from which to assess future conditions and
trends in insect and disease related damage.
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Figure D-11. Process model for historic and current distribution of insect- and disease-related forest
damage.

To assess spatial trends across the CYR study area, insect- and disease-related forest damage
was summarized by ecoregion. Because not all ecoregions were surveyed equally, the impact
that insect and disease agents exerted within ecoregions (referred to as "impacted proportion" in
the rest of this document) was measured as the proportion of ecoregion area damaged to
ecoregion area surveyed rather than the proportion of ecoregion area damaged to total ecoregion
area.

Area of Ecoregion Damaged

Impacted Proportion =
p P Area of Ecoregion Surveyed

Impacted proportion was the relative proportion of surveyed ecoregion area that was damaged

by insect and disease agents, not the proportion of observed damage located within a particular

ecoregion. Impacted proportion represented the amount of ecosystem pressure insect and

disease agents have exerted on a particular ecoregion.

Spatial Trends by Tree- and Shrub-Dominated CE

Insect- and disease-related forest damage was also summarized by tree- and shrub-dominated
CE. Because not all CEs were surveyed equally, impacted proportion was measured as the
proportion of CE area damaged to CE area surveyed rather than the proportion of CE area
damaged to total CE area.

Area of CE Damaged
Area of CE Surveyed

Impacted Proportion =

Impacted proportion was the relative proportion of surveyed CE area that was damaged by insect
and disease agents, not the proportion of observed damage located within a particular CE.
Impacted proportion represented the amount of ecosystem pressure insect and disease agents
have exerted on a particular CE. The distributions of five Terrestrial Coarse-Filter CEs were
compared to the extent of observed insect- and disease-related forest damage in the CYR study
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area. Alpine Arctic tussock tundra and alpine dwarf shrub tundra were omitted from the
comparison because these CEs lack or have low cover of trees and low/tall shrubs and have
mostly not been surveyed for damage by USDA Forest Service aerial surveys.

Status of Four Most Prevalent Types of Biotic Forest Damage

Area of forest damage was calculated per unique host/damage type combination and per insect
or disease agent. Tabular outputs were generated for both. The four host/damage type
combinations that have contributed the largest areas of forest damage within the study area were
correlated to their causal agent(s). Area of forest damage was calculated and described for each
of the four most prevalent host/damage type combinations at five year intervals from 2000 to
2014. Severity of damage for the entire 15-year period from 2000 to 2014 was summarized for
insect agents that had associated severity data.

Observed damage polygons from 2000 to 2014 for the entire state were converted to points for
kernel density estimation for each causal insect agent. Kernel density estimation using least
squares cross validation bandwidth was run through the Geospatial Modeling Environment and
R. The output of the kernel density estimation was interpreted as a series of isopleths representing
10% intervals of the total number of input points. The resulting kernel densities provided a
comparative sense of how much damage each insect agent has caused within the CYR study
area relative to the rest of the state.

Future Climate Vulnerability of CYR Study Area to Spruce Beetle Outbreaks
Because of the stochasticity of insect outbreaks, it was not possible to predict or model future
spruce beetle outbreaks by area, location, or intensity. Modeling future potential for spruce beetle
outbreaks was also not possible because of stochasticity of outbreaks and poor understanding of
some environmental factors influencing outbreaks. However, linkages have been previously
demonstrated for several climate variables with spruce beetle life cycle and with potential for
severe, regional outbreaks. It was possible to map the relevant climate variables into future. Two
important limitations to a climate-based approach were: a.) there existed some uncertainty in
regional variation in the nature and strength of correlations between climate and outbreak
potential, and b.) many non-climate factors have affected spruce beetle populations and
distribution of outbreaks. With awareness of the limitations of a climate-based approach, we
predicted 5™-level hydrologic units where climate conditions are likely to become similar to climate
conditions that existed in parts of Alaska that supported the highest density of spruce beetle-
induced spruce mortality during the 2000s decade. The potential for climate within a hydrologic
unit to become more suitable for spruce beetle outbreaks is referred to as "climate vulnerability”
in the rest of this assessment. To assess future climate vulnerability, we:

1.) identified three relevant climate variables through a literature review;

2.) determined thresholds for the three climate variables based on a statewide
inductive analysis;

3.) applied those thresholds to near-term and long-term future climate variables within
the study area;

4.) determined areas of overlap where all three climate variables were greater than or
equal to the identified thresholds for the near-term and long-term future; and

5.) summarized areas of overlap by 5™"-level hydrologic units (Figure D-12).
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Figure D-12. Process model for near-term and long-term future climate vulnerability.

Mean June-July-August temperature was selected to represent mean summer temperature,
which was identified as a relevant variable based on Werner and Holsten (1985), Juday et al.
(2005), Berg et al. (2006), and Bentz et al. (2010). Growing season length was selected as a
proxy for both cumulative hours above 14.5 °C and cumulative hours above 17 °C, which were
identified as relevant variables based on Miller and Werner (1987), Berg et al. (2006), and Sherriff
et al. (2011). Mean January temperature was selected as a proxy for January average minimum
temperature, which was identified as a relevant variable based on Werner (1980), Miller and
Werner (1987), Juday et al. (2005), Berg et al. (2006), and Bentz et al. (2010). Because the
thresholds identified in the literature did not always correspond exactly to the available climate
metrics and because no thresholds from the literature were based on decadal averages,
thresholds for the selected decadal average climate metrics had to be identified inductively.

Spruce beetle polygons for 2000 to 2009 from the entire state were selected and converted to
points for kernel density estimation. Kernel density estimation using least squares cross validation
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bandwidth was run through the Geospatial Modeling Environment and R. The output of the kernel
density estimation was interpreted as a series of isopleths representing 10% intervals of the total
number of input points. The 50% isopleth represented the highest density of spruce mortality for
the 2000s decade (i.e., areas that have been impacted by severe, regional outbreaks of spruce
beetle).

Climate raster values were extracted to spruce beetle points within the 50% isopleth. Minimum
values were identified for each climate variable for the 2000s decade after removing the lowest
1% of points by climate value from consideration to eliminate numerical outliers. Values below
the identified minimums were set to 0 and values greater than or equal to the identified minimums
were set to 1 for the three selected climate variables for the 2020s and 2060s. Cells with values
of 1 for all three variables were extracted as climate-vulnerable areas. Zonal statistics with 5™-
level hydrologic units providing the zones and statistics type set to “MAJORITY” were performed
for the 2020s and 2060s climate-vulnerable areas. The resulting raster values were applied to the
5"-level hydrologic units, resulting in climate-vulnerable hydrologic units for the 2020s and 2060s.

2.3 Results

Assuming that 3.2 km (2 miles) on either side of flight paths were surveyed, approximately
138,000 km?, or 52% of the area occupied by tree- and shrub-dominated CEs within the CYR
study area, was surveyed from 2000 to 2014. Survey flight paths mostly followed riparian
corridors, and major riparian corridors were surveyed with the highest frequency (Figure D-13).
Large, contiguous blocks of spruce, deciduous, and mixed forest were not surveyed from 2000 to
2014. Therefore, absence of forest damage polygons within the study area does not indicate
absence of damage; aerial survey data for the study area indicate presence only. Low accuracy
of damage polygons and unequal survey efforts prevented true quantification of insect and
disease damage. All spatial data, numbers, figures, and percentages should be regarded as
approximations. For this reason, only general trends are discussed in this section and discussion
of specific area values has been avoided.
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Figure D-13. Total area surveyed along flight paths for aerial forest damage surveys conducted from 2000
to 2014 and unsurveyed patches of forest and shrub. Approximately 52% of the area occupied by tree- and
shrub-dominated CEs has been surveyed between 2000 and 2014.

Distribution of Insect- and Disease-Related Forest Damage

Much of the observed forest damage was concentrated along the Yukon, Porcupine, and Tanana
rivers (Figure D-14), but the distance of damaged area extent from the main branches of these
rivers was not consistent. Smaller and less dense areas of damage were observed along most of
the other flown rivers. Survey coverage was lower in the west and north of the study area, where
it mainly concentrated around Kotzebue, along the Kobuk River, and along small rivers in the
southern Brooks Range. Where surveys were conducted in the north and west of the study area,
the observed damage areas were categorized by low density and small area.
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Figure D-14. Cumulative areas of insect- and disease-related forest damage from 2000 to 2014.

The impacted proportions of the Yukon—Old Crow Basin and Tanana-Kuskokwim-Yukon
Lowlands were at least two times higher than the impacted proportion of any other ecoregion
(Figure D-15). Trees and low/tall shrubs within the Brooks Range, Kotzebue Sound Lowlands,
and Davidson Mountains have been damaged at rates much lower than trees and low/tall shrubs

within any of the other included ecoregions.
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Figure D-15. Impacted proportion of ecoregions in the CYR study area from 2000 to 2014. Ecoregions are
labeled on the map with the percent of total ecoregion area occupied by tree- and shrub-dominated CEs.

Spatial Trends by Tree- and Shrub-Dominated CE: Historic (2000 to 2014)

The impacted proportions of upland mesic spruce—hardwood forest and floodplain forest and
shrub were the highest of any CE: each was at least two times greater than the impacted
proportion of upland mesic spruce forest, lowland woody wetland, or upland low and tall shrub
(Figure D-16). This trend corresponded with the majority damage types: quaking aspen defoliation
and willow defoliation caused by aspen leaf miner and willow leafblotch miner respectively.
Quaking aspen and willow defoliation were observed in some areas where quaking aspen and/or
willow were present but not dominant or co-dominant (e.g., areas classified as upland mesic
spruce forest). Upland mesic spruce forest was damaged at a rate less than would be expected
purely based on the proportion of the study area that it covered compared to either upland mesic
spruce—hardwood forest or floodplain forest and shrub. As a result, the impacted proportion of
upland mesic spruce forest was half that of either upland mesic spruce—hardwood forest or
floodplain forest and shrub, despite the largest area of observed forest damage being located
within upland mesic spruce forest.

Upland low and tall shrub were damaged at a rate much less than would be expected purely
based on the proportion of the study area that it covers. The impacted proportion of upland low
and tall shrub tundra was the lowest of the impacted proportions of the five tree- and shrub-
dominated CEs. The least area of observed damage occurred in lowland woody wetland, but the
impacted proportion of lowland woody wetland was still two times greater the impacted proportion
of upland low and tall shrub tundra.
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Most of the observed forest damage within upland low and tall shrub was aspen defoliation, which
was not expected based on the definition of upland low and tall shrub. Several factors likely
compounded to cause this result:

1.) the NLCD forested classes required presence of trees over 5 meters so some low
spruce, mixed, and deciduous forests were likely mapped as shrub/scrub;

2.) the NLCD likely contained some areas of deciduous forest that were misclassified
as shrub/scrub because differences between deciduous forest and tall shrub can
be very subtle in source imagery; and

3.) low spatial accuracy of forest damage polygons caused overlap with vegetation
classes other than those where the damage was actually observed.

Misclassification of the host tree during the aerial insect and disease damage surveys is not a
likely a cause of low agreement between observed aspen damage and mapped upland low and
tall shrub tundra. Aspen defoliation caused by aspen leaf miner is easily recognizable from the air
because leaf cuticles remain intact, giving infested hosts a silver-gray color (Reich et al. 2013).
Aspen defoliation aside, little forest damage was observed in upland low and tall shrub (this was
also the least surveyed of the five tree- and shrub-dominated CEs).
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Figure D-16. Impacted proportion of five tree- and shrub-dominated CEs from 2000 to 2014 in the CYR
study area.

Spruce mortality contributed only 4% of observed forest damage from 2000 to 2014. The impacts
of spruce mortality on CEs were specifically considered for this assessment because spruce
mortality has high potential to cause ecosystem change and provides fuels for wildfire.
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Additionally, area of spruce mortality may increase in the future (Sherriff et al. 2011). Spruce
mortality may have the greatest management implications of all forest damage types in the future
because increases in spruce mortality could increase costs associated with fuels reductions and
fire control.

The impacted proportion of floodplain forest and shrub was approximately five times greater than
the impacted proportion of either lowland woody wetland or upland mesic spruce—hardwood forest
(Figure D-17). Additionally, the largest area of spruce mortality was observed in floodplain forest
and shrub. Spruce mortality occurred in upland mesic spruce—hardwood forest and upland mesic
spruce forest at rates lower than would be expected based on the area occupied by those CEs.
The association of spruce mortality with floodplain forest and shrub corresponded with the trend
that much of observed forest damage was concentrated along major riparian corridors. The
impacted proportion of upland low and tall shrub tundra was lowest of all tree- and shrub-
dominated CEs.
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Figure D-17. Impacted proportion of five tree- and shrub-dominated CEs with spruce mortality from 2000
to 2014 in the CYR study area.

Cumulative Forest Damage by Host Species and Insect or Disease Agent

Quaking aspen defoliation, willow defoliation, spruce defoliation, and spruce mortality contributed
most of the observed forest damage from 2000 to 2014 (Table D-6). These host/damage type
combinations were caused by aspen leaf miner, willow leafblotch miner, spruce budworm, and
northern spruce engraver beetle and spruce beetle, respectively (Table D-7). More detail is
provided for each host/damage type combination in the paragraphs below. During the 1990s
decade, larch sawfly (Pristiphora erichsonii) defoliated—and eastern larch beetle

D-36


https://www.arcgis.com/home/webmap/viewer.html?url=https://landscape.blm.gov/cyrarcgis/rest/services/CYR_2013/CYR_IV_Insect_and_Disease_ForestDamage/MapServer

Section D. Biotic Change Agents

(Dendroctonus simplex) subsequently killed--large amounts of tamarack (Larix laricina) within the
CYR study area (Werner et al. 2006b). However, from 2000 to 2014, further tamarack defoliation
and mortality were minimal and are not discussed further in this assessment. Other insect and
disease agents have been observed within the study area but have caused only a small amount
of the total observed damage. They are also not discussed further in this assessment.

Table D-6. Forest damage summarized by host/damage type combination within the CYR study area for
the 15-year period from 2000 to 2014 and the 5-year period from 2010 to 2014. Total damaged area
represents the area of damage for one or more hosts. Because multiple hosts may have been damaged
within the same area, this value is less than the sum of the columns.

Host/Damage Type Combination

Area (km?)

2000 to 2014

2010 to 2014

quaking aspen defoliation 11,580 2,790
willow defoliation 3,760 2,380
spruce defoliation 1,100 40
spruce mortality 790 220
cottonwood/poplar defoliation 280 150
birch defoliation 240 180
alder dieback 180 180
tamarack mortality 70 0
alder defoliation 60 50
tamarack defoliation 30 0.4
spruce discoloration 9 8
willow dieback 7 7
unknown defoliation 30 20
unknown mortality/dieback 0.4 0.4
Total 16,960 5,870
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Table D-7. Forest damage summarized by causal agent within the CYR study area for the 15-year period
from 2000 to 2014 and the 5-year period from 2010 to 2014. Total damaged area represents the area
damaged by one or more agents. Because multiple agents may affect the same area, this value is less than
the sum of the columns.

Area (km?)
Causal Agent Scientific Name 2000 to 2010 to
2014 2014
aspen leaf miner Phyllocnistis populiella 11,380 2,710
willow leafblotch miner ?;ﬁ;‘l‘fro"ﬁf;yx 3,740 2,350
spruce budworm Choristoneura fumiferana 1,010 40
general insect/disease damage i(;laeunstﬁ:e d agent not 970 580
northern spruce engraver beetle Ips perturbatus 680 180
large aspen tortrix Choristoneura conflictana 190 90
spruce beetle Dendroctonus rufipennis 120 40
eastern larch beetle Dendroctonus simplex 70 0
larch sawfly Pristiphora erichsonii 30 0.4
birch aphid Euceraphis betulae 30 30
cankers (general) many causal agents 30 30
birch leafroller Epinotia solandriana 20 20
spear-marked black moth Rheumaptera hastata 15 0
cottonwood leafminer Phyllonorycter nipigon 14 1
spruce broom rust g:;?éi?;g:ﬁ 9 6
large-spored spruce-Labrador tea rust | Chrysomyxa ledicola 2 2
Profenusa thomsoni
birch leafminers Heterarthus nemoratus 2 2
Fenusa pumila
cottonwood leaf beetle Chrysomela scripta 2 0.8
Total Damaged Area 16,960 5,870

Quaking Aspen Defoliation: Aspen Leaf Miner

The defoliation of quaking aspen (Populus tremuloides) caused by aspen leaf miner
(Phyllocnistis populiella) accounted for over 60% of observed forest damage by area from 2000
to 2014 within the CYR study area. Approximately 40% of aspen defoliation by area was high
severity (over half of aspen within the damage polygon were defoliated). From 2010 to 2014,
guaking aspen defoliation remained one of the major forms of insect- and disease-related forest
damage and accounted for approximately 45% of observed forest damage by area. The area of

D-38



Section D. Biotic Change Agents

guaking aspen defoliation has fluctuated every 5-year period between 2000 and 2014 (i.e., 2000
to 2004, 2005 to 2009, and 2010 to 2014) but has always remained the most common form of
insect- and disease-related forest damage by area within the study area.

The consistently high area of quaking aspen defoliation suggests that environmental conditions
steadily favor high populations and/or frequent outbreaks of aspen leaf miner. For example,
temperature and precipitation have, among other environmental factors, driven the distribution of
aspen leaf miner in Alaska (Reich et al. 2013). Most aspen defoliation caused by aspen leaf miner
in Alaska from 2000 to 2014 occurred within the CYR study area (Figure D-18). Reich et al. (2013)
modeled the probability of observing aspen leaf miner in Alaska based on temperature and
precipitation zones and presence of the host. They found that the region with warm summers and
relatively little precipitation, which overlaps the CYR study area, had the highest suitability,
although factors other than temperature and precipitation also influenced the location and severity
of infestations.

Kernel density of aspen defoliation

ThE a caused by aspen leafminer v S
'}4“; e ‘ -. )
W ‘c,gzos,_, < - S* e %

S N

Figure D-18. Kernel density of aspen defoliation caused by aspen leaf miner within Alaska from 2000 to
2014 with CYR study area shown for reference. The densest aggregations of aspen defoliation in Alaska
fell within the CYR study area.
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Willow Defoliation: Willow Leafblotch Miner

Willow leafblotch miner (Micrurapteryx salicifoliella) was not known from Alaska prior to 1991
(Furniss et al. 2001). From 1991 to 1993, willow leafblotch miner defoliated large areas of willow
(Salix spp.) along the Yukon and Kuskokwim rivers. From 1998 to 1999, a regional willow
leafblotch miner outbreak occurred around the Yukon Flats National Wildlife Refuge (Furniss et
al. 2001). Willow defoliation caused by willow leafblotch miner was observed every year from
2000 to 2014 constant within the CYR study area. Defoliation has occurred on numerous tall and
low shrub willow species with the notable exception of felt-leaf willow (Salix alaxensis), which is
protected by dense hairs on lower leaf surfaces (Furniss et al. 2001).

The defoliation of willow caused by willow leafblotch miner accounted for over 20% of observed
forest damage by area from 2000 to 2014. High severity defoliation (over half of willow within the
damage polygon were defoliated) was observed in 45% of damaged area. The area of observed
willow defoliation doubled every 5-year period from 2000 to 2014. From 2010 to 2014,
approximately 40% of observed forest damage was caused by willow leafblotch miner. This may
indicate that environmental conditions are becoming more favorable for willow leafblotch miner
within the study area. Most of the defoliation caused by willow leafblotch miner in Alaska occurred
within the CYR study area (Figure D-19), although more sporadic, widely separated defoliation
sites occurred throughout the state. Within the study area, defoliation was widespread except for
in the western third of the study area and the southern Brooks Range.
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Figure D-19. Kernel density of willow defoliation caused by willow leafblotch miner within Alaska from 2000
to 2014 with CYR study area shown for reference. The densest aggregations of willow defoliation in Alaska
fell within the CYR study area.

Spruce Defoliation: Spruce Budworm

Spruce defoliation caused by spruce budworm (Choristoneura fumiferana) accounted for 6% of
observed forest damage by area from 2000 to 2014. However, most of the observed spruce
defoliation (around 85%) was low severity (less than half of spruce within damage polygon were
defoliated). Spruce budworm did not cause large areas of forest damage from 2010 to 2014:
spruce defoliation was relatively high from 2000 to 2004 and 2005 to 2009 and then dropped to
almost undetected levels from 2010 to 2014.

Spruce budworm outbreaks from 2000 to 2014 were concentrated in areas along the Tanana
River near Fairbanks and around the confluence of the Porcupine and Yukon rivers (Figure D-20).
An additional small aggregation of spruce budworm damage was located on the Kobuk River.
Only sporadic, widely separated outbreaks occurred outside these areas. Most of the spruce
budworm outbreaks occurred within the CYR study area.

D-41


https://www.arcgis.com/home/webmap/viewer.html?url=https://landscape.blm.gov/cyrarcgis/rest/services/CYR_2013/CYR_IV_Insect_and_Disease_ForestDamage/MapServer

Section D. Biotic Change Agents

; Kernel density of spruce defoliation
\ caused by spruce budworm

R B, e

ST g g
)ﬁp QQ O

Figure D-20. Kernel density of spruce defoliation caused by spruce budworm within Alaska from 2000 to

2014 with CYR study area shown for reference. Most of the spruce budworm damage observed in Alaska
occurred within the CYR study area.

Spruce Mortality: Northern Spruce Engraver Beetle and Spruce Beetle

White spruce has been the most susceptible tree or shrub to mortality from insect and disease
agents within the CYR study area. However, the total area of spruce mortality observed from 2000
to 2014 accounted for only 4% of total observed forest damage by area. Severity of damage has
not been consistently identified for spruce mortality.

Northern spruce engraver beetle caused approximately 5 times more observed damage by area
than spruce beetle. Much of the spruce mortality caused by northern spruce engraver beetle in
Alaska fell within the CYR study area (Figure D-21). A high density of northern spruce engraver
beetle damage occurred near and north of the confluence of the Porcupine and Yukon rivers.
Northern spruce engraver beetle damage occurred along the lower Noatak River, and sporadic
northern spruce engraver beetle damage extended the length of the Kobuk River. However, for
the most part, little spruce mortality was observed in the western third of the study area.
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Figure D-21. Kernel density of spruce mortality caused by northern spruce engraver beetle within Alaska
from 2000 to 2014 with CYR study area shown for reference. Much of the spruce mortality caused by
northern spruce engraver beetle in Alaska fell within the CYR study area.

While spruce beetle outbreaks have caused severe, regional spruce mortality in Southcentral
Alaska, spruce beetles have caused only localized and sporadic damage in Interior Alaska
(Werner et al. 2006b). From 2000 to 2014, relatively little spruce beetle damage occurred within
the CYR study area (Figure D-22). A small region of the 90% isopleth existed along the Yukon
River upstream from the confluence with the Porcupine River. However, none of the 80% to 10%
isopleths included any area within the CYR study area, and spruce beetle activity was limited
north of the eastern and central Alaska Range. From 1990 to 2014, spruce beetle caused only
370 km? of spruce mortality. This long-term trend suggests that environmental conditions in the
CYR study area have historically prevented severe, regional spruce beetle outbreaks. Despite
outbreaks being uncommon in the study area, spruce beetles are present in stressed or dying
spruce throughout Interior Alaska (Werner et al. 2006b).
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Figure D-22. Kernel density of spruce mortality caused by spruce beetle within Alaska from 2000 to 2014
with CYR study area shown for reference. The majority of spruce mortality occurred in Southcentral Alaska;
however, a small pocket of the 90% isopleth was located along the upper Yukon River.

3

Spruce mortality caused by both spruce beetle and northern spruce engraver beetle remained
the dominant form of mortality from 2010 to 2014. Northern spruce engraver beetle continued to
contribute more mortality area than spruce beetle from 2010 to 2014. However, no steady trends
were apparent for northern spruce engraver beetle. The area of spruce mortality caused by
northern spruce engraver beetle increased by more than five times between 2000 to 2004 and
2005 to 2009. During 2010 to 2014, activity of northern spruce engraver beetle declined from the
amount observed from 2005 to 2009, though not to the levels of 2000 to 2004.

Future Climate Vulnerability for Spruce Beetle Outbreaks

Spruce Beetle and Climate

Temperature exerts a stronger influence on phytophagous insects at northern latitudes than in
temperate zones (Werner et al. 2006b). Although exact relationships vary per agent, insect
outbreaks are often associated with sustained warm periods (Juday et al. 2005). Future potential
climate vulnerability for spruce beetle is considered in this section because the costs of fuels
reduction and wildfire management may increase if severe, regional spruce beetle outbreaks
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occur in the study area in the future. Additionally, interactions between climate change, fire, and
spruce beetle outbreaks have been shown to influence the distribution of vegetation and wildlife
(Matsuoka et al. 2001, Juday et al. 2005, Boucher and Mead 2006, Werner et al. 2006a). Future
changes in temperature will likely shift the location, density, and severity of spruce beetle
outbreaks in Alaska (Sherriff et al. 2011).

Regional spruce beetle outbreaks in Alaska have been linked with warmer, longer summers
compared to historic averages (Werner and Holsten 1985, Juday et al. 2005, Berg et al. 2006).
Increased summer temperature increased reproductive success and reduced the generation time
of spruce beetles on the Kenai Peninsula (Werner and Holsten 1985). Spruce beetle outbreaks
on the Kenai Peninsula have been concurrent with 5 to 6 years of sustained warm summers for
at least the past 200 years when stands of mature spruce were available (Berg et al. 2006, Sherriff
et al. 2011). Longer growing seasons have allowed earlier emergence, attack, and breeding of
adult spruce beetles (Hansen et al. 2001, Berg et al. 2006, Sherriff et al. 2011).

Successive cold winters cause high spruce beetle mortality so that the potential for a subsequent
population surge is low (Holsten 1990 in Juday et al. 2005). Warmer winters increase the
overwintering survival of spruce beetle, especially for beetles overwintering above snow line
(Miller and Werner 1987, Berg et al. 2006). Warmer decadal average January temperatures would
be likely to increase spruce beetle overwinter survival in the CYR study area because
temperatures cold enough to kill spruce beetles would be reached less frequently and sustained
for less time. Winter minimum temperatures in Interior Alaska have historically been cold enough
to kill spruce beetles overwintering above snow line (Miller and Werner 1987).

The 50% isopleth of spruce mortality caused by spruce beetle from 2000 to 2009 occurred
primarily in the Kenai Peninsula and Cook Inlet region of Southcentral Alaska with two smaller
outliers south of McGrath and between Lake lliamna and Lake Clark (Figure D-23). The areas
included within the 50% isopleth were those where the densest aggregation of spruce mortality
caused by spruce beetle occurred. From 2000 to 2009, spruce beetle outbreaks within the 50%
isopleth were characterized by mean June-July-August temperatures = 10.5 °C, mean January
temperatures = -21.3 °C, and growing season length = 173 days.

The threshold selected for mean June-July-August temperature approximately matched the
finding of Berg et al. (2006) that spruce beetle outbreak probability reached 50% when the 5-year
average summer temperature reached 10.3 °C. The threshold selected for mean January
temperature was close to, but not directly comparable to, the -24 °C average minimum monthly
temperature threshold for spruce beetle overwinter survival reported by Berg et al. (2006) from
data collected by Miller and Werner in 1987 (average minimum monthly temperature was not an
available climate metric). Differences in units prevented any meaningful comparisons between
the inductively identified threshold for growing season length and thresholds for cumulative hours
above 14.5 °C and 17 °C previously identified by Hansen et al. (2001) and Berg et al. (2006).
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Figure D-23. 50% isopleth for spruce mortality caused by spruce beetle in Alaska from 2000 to 2009 with
CYR study area shown for reference.

Climate-vulnerable areas were defined for each decade by the area where mean June-July-
August temperatures were = 10.5 °C, mean January temperatures were = -21.3 °C, and growing
season length was = 173 days. Slightly more than 88% of spruce beetle damage observed from
2000 to 2009 in Alaska corresponded spatially with the climate-vulnerable area calculated for the
2000s decade. However, the southern border of the CYR study area was at the northernmost
extent of the climate-vulnerable area during the 2000s decade: 96% of the climate-vulnerable
area occurred south of the CYR study area (Figure D-24). These results suggest that spatial
distribution of spruce beetle outbreaks in Alaska has been regulated partially by climate variables
and that climate has not been favorable for outbreaks of spruce beetle in the CYR study area in
the recent past.
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Figure D-24. Overlap of spruce beetle damage observed from 2000 to 2009 in Alaska with climate-
vulnerable area calculated for the 2000s decade was 88%, but 96% of the climate-vulnerable area occurred
south of the CYR study area.

Of the three climate variables assessed, mean June-July-August temperature was not historically
limiting spruce beetle outbreaks in the study area. Mean June-July-August temperature was
mostly = 10.5 °C in the study area from 2000 to 2009. This corresponds with previous research
indicating that spruce beetles in much of Interior Alaska have been able to reproduce in a single
growing season because of warm summer temperatures (Werner et al. 2006a). Mean January
temperature and growing season length, which was a proxy for cumulative hours above 14.5 °C
and 17 °C, were both historically limiting for spruce beetle outbreaks. Although no statistical
analysis of variable importance was part of the climate-vulnerability assessment, mean January
temperature and growing season length are the factors driving the spatial distribution of climate-
vulnerable areas in the CYR study area.

Future Climate Vulnerability

Future climate vulnerability indicates 5™-level hydrologic units where the majority of the hydrologic
unit is predicted to have mean June-July-August temperatures = 10.5 °C, mean January
temperatures 2 -21.3 °C, and growing season length = 173 days. During the 2020s decade,
conditions along the central Tanana River and north of Fairbanks will be climate-vulnerable to
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severe, regional spruce beetle outbreaks. By the 2060s decade, climate-vulnerable regions will
include: along most of the Tanana River, Fairbanks north to the Yukon River, along the upper
Yukon River between Eagle and Circle, along the Yukon River from the confluence with the
Tanana River to Galena at the edge of the study area, and along the southern Koyukuk River
(Figure D-25). Much of the CYR study area will not likely become climate-vulnerable to severe,
regional spruce beetle outbreaks by the 2060s decade.
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level hydrologic unit
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Figure D-25. Elevated potential for spruce beetle outbreaks during the 2020s and 2060s based on
agreement of three climate variables per 5"-level hydrologic unit.

Spruce Beetle Outbreaks and Non-Climate Factors

The approach in this section has been to show 5"-level hydrologic units that may be vulnerable
to severe, regional spruce beetle outbreaks based solely on climate factors. The climate-
vulnerability approach is not a prediction of where future spruce beetle outbreaks will occur:
spruce beetle damage has occurred and will likely continue to occur sporadically throughout the
study area wherever there is spruce. In the regions of the study area not predicted to become
climate-vulnerable by the 2060s, spruce beetle damage polygons will likely be observed but will
continue to be small in size and low in density. Many additional environmental factors other than
climate or indirectly related to climate exert strong influences on the potential for severe, regional
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spruce beetle outbreaks. The following review explains some, but not all, additional factors
influencing spruce beetle outbreaks that were ignored in the climate-vulnerability assessment.

The maturity of host stands is an important factor affecting distribution of spruce beetle outbreaks.
Closed canopy stands of mature spruce were more susceptible to spruce beetle outbreaks
because trees were weakened by resource competition (Berg et al. 2006). In the Kenai Peninsula,
heavy mortality occurred in a mature spruce stand while an adjacent stand of 60- to 70-year old
spruce showed only light mortality (Juday et al. 2005, Berg et al. 2006). Evidence from the Copper
River Basin also suggested that increases in diameter at breast height and decreases in basal
area increment increased the susceptibility of individuals to spruce beetle-induced mortality (Doak
2004). Based on field work conducted in 1997 and 1998, Matsuoka et al. (2001) determined that
the highest proportion of white spruce killed in the Copper River Basin were those with diameter
at breast height greater than 23 cm. In the event of very severe spruce beetle outbreaks, the
availability of mature spruce can eventually limit spruce beetle population growth, such as
occurred in some stands on the Kenai Peninsula during the late 1980s and 1990s (Berg et al.
2006).

Low fire return interval has been a factor historically preventing major spruce beetle outbreaks in
the Kluane region of Yukon (Berg et al. 2006). Low fire return interval could prevent major spruce
beetle outbreaks in the CYR study area if fires destroy available stands of large diameter, mature
white spruce. This interaction is complicated by the increased availability of fuels following insect-
related forest damage, including spruce beetle-induced spruce mortality. Modeled fire return
interval from ALFRESCO was not suitable for inclusion in the vulnerability assessment because
of low spatial specificity.

Differences between northern and southern spruce beetle populations in Alaska are not likely
causes for regional differences in severity and density of spruce beetle damage. Molecular and
behavioral analyses do not indicate genetic differences between northern and southern
populations (Werner et al. 2006b). No differences in fungal associates among spruce beetles of
different regions in Alaska have been found (Werner et al. 2006b). It is possible that differences
in inoculation levels of fungal associates in spruce beetles may affect outbreak potential, based
on data from a study of fungal associates of European spruce beetle (Ips typographus) in Norway
(Krokene and Solheim 1998). However, the inoculation levels of spruce beetles in Alaska have
not been tested (Werner et al. 2006b).

2.4 Limitations and Data Gaps

Range polygons or distribution models for insect agents are not available in Alaska. Aerial forest
damage surveys do not delineate the ranges of insect agents. Therefore, data are only available
to show where insect agents have been present in high enough concentration to cause defoliation
or mortality severe enough to be seen from an airplane. Defoliation or mortality typically must be
over 10-20% to be observable from the air (Juday et al. 2005). Similarly, it is not possible to
determine insect agent populations based on aerial survey data.

Aerial forest damage surveys have concentrated along major riparian corridors in the past, leaving
large areas of spruce forest, mixed spruce—hardwood forest, and tall shrub unsurveyed. Surveys
have targeted large, continuous extents of forest. Smaller forest patches and mixed shrub and
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forest habitats are likely under-sampled. Of surveyed areas, some were visited in multiple years
where others were only flown during a single year. Additionally, no more than 25% of the forested
area of Alaska is surveyed during a single year, so data from any single year provide an
incomplete synopsis of trends in the status of insect and disease agents (FS-R10-FHP 2012,
2013).

Forest damage is determined by aerial detection surveys during which an observer sketches
observed damage areas onto a map. Time, funding constraints, and the interpretation of the
observer influence the data collected and the areas mapped. Many of the observations are not
ground-truthed because of the limited resources. Some insect and disease agents are not readily
detectable by aerial survey. However, aerial detection surveys currently provide the most efficient
and effective method to monitor forest health in Alaska (FS-R10-FHP 2012, 2013). Damage
polygons vary in accuracy. Generally, they should be regarded as having low accuracy
boundaries. The centroids of forest damage polygons, however, are accurate such that they fall
within the actual damaged area.

A large area of forest damage observed in the CYR study area is not associated with a causal
agent. It is also possible that causal agent was misclassified in some cases. Only native insect
and disease agents have been specifically identified as causal agents. It is possible that some of
the area of forest damage not associated with a causal agent was the result of non-native
defoliating insects, such as green alder sawfly (Monosoma pulveratum). Other non-native
defoliating insects have been captured within the CYR study area as well (Kruse et al. 2010). Any
potential forest damage caused by non-native species has been lumped with forest damage
caused by native insect and disease agents in the aerial forest damage surveys and, therefore,
in this assessment as well.

Distinguishing the relative contribution of stochasticity versus annual survey coverage is not
possible when comparing data between individual years. Large fluctuations in the amount of
damage observed annually for a single insect agent could be the result of: a.) actual annual
fluctuations in insect activity and population, or b.) survey coverage of areas differentially affected
by particular insect agents. Identification of trends between years is obscured by the uncertainty
that arises from surveying different areas each year with low overall annual coverage of the study
area. An ideal set of data collected with current methods would allow the identification of trends
in decadal sums over a period of at least 50 years, matching the amount of time between the
current and long-term future scenarios. However, only 15 years of insect damage polygons and
flight lines were available for this assessment. The identification of long-term trends in decadal
sums would provide a better understanding of how changing environmental variables have
affected insect outbreaks.

Because of the stochasticity of insect outbreaks, it was not possible to predict or model future
insect outbreaks by area, location, or intensity. Modeling future potential for insect outbreaks was
also not possible because of stochasticity of outbreaks and poor understanding of many
environmental factors influencing outbreaks. The environmental factors influencing most
phytophagous insects have not been documented and information on specific interactions is not
available to support a climate-vulnerability approach. The influences of several climate factors on
spruce beetle life cycle and severe, regional spruce beetle outbreaks have been previously
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demonstrated. Spruce beetle was the only biotic agent of forest damage within the study area for
which a climate-vulnerability approach could be supported by available literature. The climate-
vulnerability assessment for spruce beetle cannot be interpreted as a prediction of location or
severity of future spruce mortality nor does it show the locations of future severe, regional spruce
beetle outbreaks.
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1. Introduction

The Central Yukon (CYR) Rapid Ecoregional Assessment (REA) focused on a diverse
socioeconomic region with remote subsistence-based communities, resource extraction
activities, military bases, and western urban regions. Due to the large size of the CYR study
area, we focused anthropogenic analyses into one of three different arrangements: watershed,
road access, and urban (Fairbanks North Star Borough (FNSB)/rural status (Figure E-1). While
there are many watersheds, we identified four major watersheds (Kotzebue, Koyukuk, Tanana,
and Yukon rivers) that influence the availability of natural resources, landscape features, and
overall use of the land. These were chosen because 1) residents in these watersheds have
different subsistence harvest patterns, cultures (e.g., Inupiaq, Athabascan, Gwich’in, and mixed
along the road), and 2) four is a manageable number about which to make inferences. In remote
areas, rivers are commonly used as transportation pathways, but the region also contains five of
the 13 highways in Alaska. Connection to the state highway system dramatically alters
community dynamics, including but not limited to prices of fuel, employment, and access to
hunting and fishing resources. In addition to a sprawling road network, there are two large active
mines, Red Dog and Fort Knox, which are both significant taxpayers to the Northwest Arctic and
Fairbanks North Star Boroughs, respectively. Certain components of the CYR study area are
very dependent on prices of minerals, as well as fuel costs. One of the biggest issues facing
residents is the price of heating fuel and gasoline, which on average cost $2.89 and $2.74 more,
respectfully, in communities off the road system than on it (AKDCCED 2015). Overall, this
region is complex and rapidly evolving, therefore, this report focuses on topics covered under
the management questions. Since this area is quite large and diverse, examining trends at the
global level can mask sub-regional dynamics. We have divided the study area into three
different types of sub-regions based on: river drainages, road access, and the Fairbanks North
Star Borough (Figure E-1).
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Figure E-1. Categorical groupings of communities in the CYR study area. The boundary of the Fairbanks
North Star Borough is shown to identify communities within the FNSB and outside. Circles and squares
represent communities on the road system and off, respectively.

1.1 Management Questions

MQ Q1: Which subsistence species (aquatic and terrestrial) are being harvested by whom
and where is harvest taking place?

MQ U1: Compare the footprint of all types of landscape and landscape disturbances
(anthropogenic and natural changed) over the last 20 to 50 years?

MQ U3: How and where is the anthropogenic footprint most likely to expand 20 to 50 years
into the future?

Three Management Questions (MQs) were included in the CYR REA based on the concerns of
land managers within the study area. Based on these MQs, we focused our assessment on:

e Subsistence and sport harvest activities for aquatic and terrestrial animals,
including moose, caribou, and Dall sheep. Data on fish harvest were largely from
sport fishing and were available at a resolution of 5"-level hydrologic units.



https://www.arcgis.com/home/webmap/viewer.html?url=https://landscape.blm.gov/cyrarcgis/rest/services/CYR_2013/CYR_DV_C_Community/MapServer
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Subsistence and sport harvest activities are influenced by access, abundance of
resources, regulations, and human population size.

e Socioeconomic demographics, which include information about population size
and composition, income, and employment.

¢ Industrial activities, including mining, material extraction, oil and gas exploration,
and timber harvest.

¢ Non-industrial activities, such as renewable energy, transportation infrastructure,
and recreational activities.

The current year is defined as 2013, or if census data are required, then 2010. So
references to the past and future 20 (2030 or 2033) and 50 (2060 or 2063) years will
evolve around respective timespans.
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2. Methods

2.1 Datasets

The spatial datasets used to define the anthropogenic footprint are listed in Table E-1.

Table E-1. Source datasets for analysis of current, near-term future, and long-term future anthropogenic

footprint.

Dataset Name

Data Source

Community Footprints

Digitized from aerial and satellite imagery

Generalized Land Status of Alaska, 2015

ADNR Information Resources Management

Alaska Highways 63,360

ADNR Information Resources Management

Alaska Major Roads

ADNR Information Resources Management

ADNR RS2477 Trails

ADNR Information Resources Management

Forestry Roads

ADNR Information Resources Management

Mining Compliance Trails

Bureau of Land Management

Dalton Pipeline Gravel Access Roads

Bureau of Land Management

Dalton Highway Ground Transportation
Linear Feature mining roads and trails

Bureau of Land Management

Pipelines including the Trans Alaska
Pipeline system 63,360

ADNR Information Resources Management

Railroads 63,6360

ADNR Information Resources Management

Northern railroad expansion including
railroads, bridges, and levees

HDR

Timber sales

ADNR Information Resources Management

Five-year over-the-counter re-offer sales

ADNR Information Resources Management

Tanana Valley Forest

ADNR Information Resources Management

Alaska Resource Data File (ARDF)

U.S. Geological Survey (USGS)

Mineral Potential Data

U.S. Geological Survey (USGS)

Federal Mining Claims in Alaska

Bureau of Land Management

ADNR State Mining Claims

ADNR Information Resources Management

ADNR State Prospecting Sites

ADNR Information Resources Management

Active placer mining permits

ADNR Information Resources Management

Hard rock exploration permits

ADNR Information Resources Management

Suction dredge permits

ADNR Information Resources Management

Closed mining permits

ADNR Information Resources Management

Material sites

ADNR Information Resources Management

Abandoned mine land inventory system
(AMLIS)

U.S. Department of the Interior, Office of surface mining
reclamation and enforcement

Historic coal mines

Ground truth trekking
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Dataset Name

Data Source

Nanushuk coal mine

Ground truth trekking

Ambler mineral belt

Ground truth trekking

Oil and Gas Wells

ADNR Information Resources Management

Land estate—permits and leases

ADNR Information Resources Management

Land estate—easements

ADNR Information Resources Management

Mineral estate—permits and leases

ADNR Information Resources Management

Resource Sales

ADNR Information Resources Management

Distant Early Warning (DEW) sites and
Formerly Used Defense Sites (FUDS)

U.S. Army Corps of Engineers

Contaminated sites program database

Alaska Department of Environmental Conservation
(ADEC)

Renewable energy infrastructure*

Alaska Energy Authority (AEA)

Fairbanks North Star Borough Growth
Model

Fairbanks North Star Borough

Digitized historic footprint (Fairbanks)

Fairbanks North Star Borough

Alaska parks visitation data*

National Park Service

Subsistence Use Areas*

Alaska Department of Fish and Game, Division of

Subsistence, Council of Athabascan Tribal Governments

Alaska Department of Fish and Game, Division of

1te*
Game Management Subunits Wildlife Conservation

Alaska Department of Fish and Game, Division of
Wildlife Conservation and Federal Subsistence
Management

Sport hunting intensity*

Sport fishing intensity* Alaska Department of Fish and Game
*Not included in the landscape condition model

2.2 Human footprint and demography

The human footprint captures the extent of human activity on the landscape. The extent
includes physical alterations, such as roads, military installations, power lines, and communities.
It also includes activities that involve the physical presence of humans on the land, such as
subsistence hunting, fishing, and berry picking. Land use was divided into four categories:
industrial, non-industrial, sport/subsistence, and recreational use. Industrial use activities are
associated with resource extraction or construction related to resource extraction. Non-industrial
uses reflect the presence of humans for purposes other than resource extraction, such as
community footprints, roads, powerlines, and cables. The line between sport and subsistence
harvest of resources can be blurry, and there could be users in rural Alaska who were reported
in both the subsistence household surveys and the harvest tickets returned to the Alaska
Department of Fish and Game (ADF&G). However, subsistence household surveys often
capture harvests not reported on tickets and also provide harvest data at the community level
(Andersen and Alexander 1992, Schmidt and Chapin 2014). Component datasets listed in Table
E-1 were merged into a unified and comprehensive anthropogenic footprint dataset (Figure
E-2).
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Figure E-2. Process model for computing human footprint in the CYR study area.

2.3 Community footprints

Since the data from the U.S. Census Bureau’s Topologically Integrated Geographic Encoding
and Referencing (TIGER) files did not always accurately represent the actual extent of
developed areas within communities, we digitized a community footprints dataset from satellite
imagery (Alaska Mapped 2016). Community footprints included all permanent or semi-
permanent impacts on the landscape, such as buildings, roads, pipelines, and waste dumps.
The final product was a series of shapefiles that represent polygon, linear, and point features for
each community within the CYR study area.

There were two major concerns with the TIGER community footprints:

1. Community boundary polygons represented the legal boundaries of each community
and not the actual developed areas. The developed area for each community was
much smaller than its legal boundary. Moreover, in many instances, boundaries as
identified in TIGER community footprints did not match legal boundaries recognized
under state law. Therefore, TIGER polygon boundaries were not accurate
representations of existing communities and over-represented the actual community
footprint.

2. Many of the maps produced for this project show community-level social and
demographic information. For better representation in such maps, communities were

E-6



Section E. Anthropogenic Change Agents

represented by points instead of polygons. Generating points from the TIGER
community footprints often resulted in community locations that fell outside of the
community developed areas.

The digitized community footprints produced for this study better represented the small
communities of rural Alaska. However, not every community footprint in the study area was re-
digitized. The CYR study area included the city of Fairbanks and its surrounding communities in
the Fairbanks North Star Borough (FNSB), which has a major urban footprint. Because of
denser population and development in Fairbanks and the surrounding areas, the U.S. Census
Bureau TIGER community footprints were selected as the best representations of the greater
Fairbanks metropolitan area. There are no clear breaks or boundaries between Fairbanks, and
the TIGER community boundaries were contiguous. TIGER community footprints were selected
for a total of 17 communities: Badger, Chena Ridge, College, Eielson Air Force Base, Ester,
Fairbanks, Farmers Loop, Fox, Goldstream, Harding-Birch Lakes, Moose Creek, North Pole,
Pleasant Valley, Salcha, South Van Horn, Steele Creek, and Two rivers.

2.4 Demographics and population projections

We used the population estimates from the Alaska Department of Labor and Workforce
Development (ADLWD) and the U.S. Census Bureau for past and current human population.
There were three nearly complete census areas within the CYR study area: FNSB, Northwest
Arctic Borough (minus Kivalina, Deering, and Buckland), and Southeast Fairbanks (minus Tetlin
Village and Delta Junction). Vital statistics (i.e., birth, death, and pregnancy rates) were
available from the Alaska Department of Health and Social Services. When vital statistics
spanned several years, we used the mean year when plotting data to help with interpretation
and comparability. Future community population projections were calculated with an
autoregressive integrated moving average model, which is often used to forecast time series
data (Durbin and Koopman 2001).

In 2000, several communities were added to the census, though these communities were
previously categorized as "other" within the census regions. The change in census communities
did not present a data issue for the FNSB because all the newly created communities were
within the study area, so the "other" category prior to 2000 represented the sum of the added
community populations. However, for the Southeast Fairbanks and Yukon-Koyukuk Census
Areas, the "other" category prior to 2000 included populations from communities outside the
CYR study area. Therefore, for the communities created in 2000 we used the average
community size from 2000-2014 as the 1990-1999 population size. Since over 65 communities
were located within the study area, we grouped communities based on watersheds, presence in
the FNSB, and access to roads to help examine trends (Table E-2). Watersheds were selected
as a metric by which to group communities because major rivers often serve as transportation
corridors between communities and, thus, provide a linkage between communities. Examination
of patterns in subsistence harvests composition confirmed this delineation (see Section E-3.3).
The FNSB is the only major urban area in the CYR study area and is classified as non-rural
according to the Federal Subsistence Management Program (USFWS 2014, Wolfe and Fischer
2003). Lastly, some data were only available at the resolution of census area.
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Table E-2. Categorical regions used to examine trends in demographics within the CYR study area.

Region Type Number of Communities

Kotzebue Sound 8

Koyukuk River 9
Watershed -

Tanana River 32

Yukon River 16

FNSB 16
FNSB Status

Non-FNSB 49

Roaded 39
Road Status

Non-roaded 26

An urban growth model has been developed for use by the FNSB (FNSB 2014). We will provide
an overview of the methods here but for more details see references. The FNSB undertook the
task of creating an urban growth model for the 2040 future time-scale specifically to assess how
future growth will influence air quality of the region. The mapping unit of the model was traffic
analysis zones (TAZ; n = 465), which incorporated the five major roads leading in and out of
Fairbanks and included about 90% of the population in the FNSB. The TAZs were based on the
2010 geographical census data because this is the unit at which the population size is collected.
A growth rate of 1.1% was used and the population was distributed across the TAZs. Experts
were asked to provide feedback on the estimated number of people per TAZ. The projection
assumed the maximum growth and 100% occupancy of all zones. The projected number of
people and buildings per TAZ in 2040 was calculated, and experts were asked to provide
feedback as a score from 1 to 10 on the projected number of people per TAZ. The average
feedback score was used to adjust the previous assumption of 100% capacity. Group quarters
were captured in the human population humbers but household numbers were not. The future
size of the military was determined by the common operating procedure used by the military,
with the assumption that 82% of the population will live on base. The model also assumed no
zoning changes over the years. We used these data to provide more detailed information about
demographic changes in the FNSB.

2.5 Transportation infrastructure

Transportation networks are comprised of land (e.g., highways, roads, secondary roads, forestry
roads, and trails), air (e.g., airports and airstrips), and water (e.g., rivers). Communities in the
FNSB and a few outlying communities are connected by roads, but many communities in the
study area are only accessible by airplane, boat, or snow machine in winter. Rather than use an
infrastructure dataset compiled by the Alaska Department of Natural Resources (ADNR) in
2006, we compiled a roads and trails network using more recent datasets provided by ADNR,
Bureau of Land Management (BLM), and FNSB (Table E-1). Most data were obtained from the
Alaska State Geo-Spatial Data Clearinghouse, but other data sources were also incorporated
into the comprehensive dataset.

Included in trails were those designated under the Revised Statute (RS) 2477 of the Mining Act
of 1866 that granted public right-of-way across unreserved federal land to guarantee access as
land transferred to state or private ownership. Rights-of-way were created and granted under
RS 2477 until its repeal in 1976. However, trails that existed in 1976 continue to be valid rights-
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of-way for public use and given the large study area, it was not feasible to examine this with
satellite imagery. Along the Dalton Highway, there are a number of trails and access routes that
were provided by the BLM, including: mining compliance trails, Dalton pipeline gravel access
roads, and Dalton Highway ground transportation linear feature mining roads and trails. FNSB
also has its own GIS repository with a roads dataset, which was used to provide any additional
roads that might not be represented in the previously mentioned datasets.

The CYR study area included areas managed for timber harvest. Forestry roads in the study
area, notably in the FNSB, are continuously changed based on timber sales. These roads can
vary in their accessibility and type of access they permit. There are three different types of
forestry roads as described below in the Tanana Valley State Forest (2001):

e Primary: A primary road is a main arterial into a unit or large subunit of the forest.
They will usually be 5-25 miles long, allow speeds over 20 mph, and are intended
for long-term use. They will generally be 1% lanes allowing for slow, careful passing
of large trucks.

e Secondary: A secondary road will typically be a 1-5 mile branch off a primary road
or highway. It will provide long-term access to within a mile of multiple forest
operations. Use may be intermittent. It will usually be narrower and have sharper
curves and steeper grades than a primary road, requiring slower speeds. Passing
widths for large trucks may be limited to wider turnouts. Construction methods are
the same as primary roads, but gravel fills or surfacing will be used less frequently.

e Spur Roads: A short road built to access a specific forest management action,
such as a timber sale. They are not part of the permanent forest transportation
network and are only used for the duration of the action. Spur roads are single lane
without provision for passing and allow speeds of 5-15 mph.

Forestry roads can be accessible all year round, or for summer or winter only. Year-round roads
are intended for summer and winter use but may not be passable in wet weather. They are
constructed from on-site materials but may be surfaced with gravel over wet or erosion-prone
sections. They are located on drier, thaw-stable soils as much as possible. On boggy or
permafrost soils, roads are usually constructed using a fill of dry embankment material placed
over the natural ground. Forestry roads are also classified based on activity status: active,
inactive, closed, or proposed. We used these categories to provide a time perspective. To add
the forestry roads and Dalton datasets, we visually selected roads from the forestry roads
dataset that were not represented in other datasets listed. Proposed roads in the selected
forestry roads dataset were exported as a future forestry roads dataset. Inactive roads were
reclassified as past roads to address MQ U1. We performed similar visual inspection processes
to select roads from the Dalton Highway mining compliance, Dalton mining roads and trails, and
Dalton pipeline gravel access roads datasets. All four trails from the Dalton Highway mining
compliance dataset were included in the compiled infrastructure dataset. Dalton pipeline gravel
access roads dataset contained no new data. The Dalton mining roads and trails dataset
contained some duplication of roads; only the unduplicated roads were selected for inclusion in
the compiled infrastructure dataset. Satellite imagery was used to determine if a footprint
remained from inactive roads; if not, then those roads were used for examining the past human
footprint. The proposed roads were also examined and if not present then they were included in
the near-term future human footprint.
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Future road development is largely related to two natural resource extraction projects: the
Ambler mining district and oil extraction in the National Petroleum Reserve—Alaska (NPR-A). An
additional future road to Nome was considered a possibility for this assessment (AKDOT 2012a,
AKDOT 2012b). The access proposed to the NPR-A and Umiat is also known as the Foothills
West Transportation Access project (AKDOT 2010b, AKDOT 2010c). Table E-3 lists the
potential future roads to resources, of which we only selected the most likely roads for inclusion
in our analyses.

Table E-3. Source datasets for analysis of current and future human footprints.

Purpose Name Length (mi) Cost (in $)
Northern route (road) 220 430 M
Road to Ambler mining Southern route (road) 250 510 M
district Elliott Highway north road (road) 370 990 M
Nenana North (railroad) 420-450 1.8-2.0B
apler o Red Dog Mine | Geong ountan Tensporalon e | 2s0 | ssomnzse
Cape Darby to Ambler g?lfoeagfl roy/Seward Peninsula (road or 340 960 M/1.57 B
Franklin Bluffs 88 372 M
Road to NPR-A/Umiat Pump Station 2 95 380 M
Galbraith 90 357 M
'I:I\%rgle;rcouncil road to Selawik Flats corridor (road or railroad) 330 960 M/1.56 B
,lz\(r)nrf)lz ); Kotzebue to Cape Blossom (road or railroad) 250 860 M/1.33 B
Route 1 (Jim River) 437 NA
Route 2a (Yukon Bridge) 495 NA
Road to Nome :
Route 2b (Manley Hot Springs) 438 NA
Route 3 (Yukon River corridor) 477 2.3-2.7B

The other major transportation expansion project is south of Fairbanks where the railroad is
being extended to Delta Junction. There are four phases of this project, with Phase 1 underway
and included in the current infrastructure dataset. In Phase 1, several tasks were completed,
including:

o Bridges across the Tanana River and Boundary and Beebee sloughs. Only the
Tanana River Bridge is permanent.

o Upgrading and extending the Tom Bear Trail.

e Construction of a levee along the right bank of the Tanana River.

Phase 2 includes expansion of the railroad from Moose Creek near North Pole to across the
newly built Tanana River Bridge by Salcha. This phase was included in the near-term future
scenario. The completion of phases 3 and 4 is dependent on funding and, therefore, uncertain;
however, they were included in the long-term future scenario. During these phases the railroad
will be extended to Delta Junction and temporary bridges across sloughs were removed.
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2.6 Industrial Activity

Forestry

Industrial activities within the CYR study area included timber sales and harvests, mining, and
gravel removal. Every other year, the ADNR Division of Forestry develops a five-year sale plan
that then allows land listed for sale to be sold. Land that is not sold can subsequently be
purchased via over-the-counter re-offer sales. Currently spatial data are not available from the
Tok office, representing a data gap. We used data provided by ADNR on timber sales and over-
the-counter re-offer sales to calculate past and current timber harvest activities. Timber sales of
less than 160 acres, salvage sales, and emergency sales may be offered without appearing on
at least one of the two five-year schedules proceeding the sale. Old historic timber harvest
activities were those that occurred prior to 1993. Recent historic activity included timber sales
that occurred between 1993 and 2009. Current activity included sales that occurred between
2010 and 2014. These numbers aligned with the methods used to look at sport hunting and
fishing.

Material Sites

Material sites, which are managed by ADNR and BLM, are the locations of resource extraction
activities not channeled through the mining claims process. Material sites provide gravel for
roads, peat, ballast, riprap, etc. (AKDNR 2015). All sites are located around roads. In 2012,
there was a major change in the process of designating material sites for ADNR sites. Sites that
were used before 2012 were grandfathered in and there is how a two-step permitting process.
The GIS data are only digitized as sites are used, so any site grandfathered in but not used is
not represented in the spatial data. Material sites can be in different stages of the permitting
processes. For example, active sites are those currently being used by a wide variety of both
public and private owners. Permit applications include statuses of complete, under review, and
review pending. Lastly, material sites can be transferred or issued, but not currently active.
Mining

Mining information was largely provided by ADNR and the United States Geological Survey
(USGS). The Alaska Resource Data File (ARDF) is compiled by the USGS and contains mineral
occurrences, prospects, and mines. ARDF is a continuously updated dataset with several
categories lacking information. The attribute table was standardized (Table E-4) for easier
interpretation of the data. In addition, the data are not systematically updated, and the
submission of information used to populate the dataset is largely voluntary. The historic and
current mining activity received from ADNR was aggregated to the 10™-level hydrologic unit,
whereas the ARDF contained point location data. We aggregated the ARDF data to the same
10"-level hydrologic unit scale by calculating the number and density of active mines per
hydrologic unit.

E-11



Section E. Anthropogenic Change Agents

Table E-4. Categories used in the original ADRF and the standardized categories used to determine
mining activity in the CYR study area.

Mine type (original) | Mine type (new) Status (original) Status (new)
Mine Mine active Active

Mine and prospect Mine Active Active

Mine? Mine Active (1983) Active

Mines Mine Active? Active

Mines (?) Mine inactive Inactive
Occurrence Mine Inactive Inactive
Occurrence (?) Occurrence Inactive? Inactive
Occurrence? Occurrence Inactive since about 1985. Inactive
Occurrences Occurrence Inactive. Inactive
Prospect Occurrence Not determined Undetermined
Prospect (?) Prospect Probably inactive Inactive
Prospect; Mine Prospect Undetermined Undetermined
Prospect? Prospect Undetermined. Undetermined
Prospects Prospect [Blank. No data] Undetermined
Prospects (?) Prospect

Historic and current mining data were compiled out of three datasets, ARDF, ADNR, reports
with maps of past mining activity (ADF&G 1986), and historic coal mines from Ground Truth
Trekking (Ground Truth Trekking 2012). Examination of the databases did not indicate issues
with duplication of mines. The ADRF historic mines were those classified as inactive (Table
E-4). Historic ADNR data are placer, hard rock, or suction dredge mines that closed sometime
between 2004 and 2013. No reason for closures of the mines was documented. Current mines
used the same ARDF, active status, and ADNR datasets. The landscape condition model (LCM)
required raw spatial data, so we used the original ARDF point data and created random points
datasets for each of the ADNR density maps (e.g. placer, hard rock, or suction dredge activities
that closed mines) at the 5"-level hydrologic unit.

Rather than using the ARDF to determine future mining activity, which is a work in progress we
used additional datasets. Future mines are difficult to predict but we used three datasets to
represent future mining activity: Ambler mining belt, Nanushuk coal mine, and USGS mineral
potential GIS database (Jones et al. 2015). Jones et al. (2015) documented the potential and
certainty of six minerals deposit groups:

1.) Rare earth elements (REE),

2.) Placer and paleoplacer gold (Placer),

3.) Platinum group element (PGE),

4.) Carbonate-hosted copper deposits (CuCarb),

5.) Sandstone uranium deposits (SandU),

6.) Tin-tungsten-molybdenum-fluorspar deposits associated with specialized
granites (SnGranite).
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The mineral resource potential datasets produced by the USGS (Jones et al. 2015) were used
in conjunction with access to identify areas with the most likely long-term future mining activity.
Mineral resource potential datasets only cover a portion of our study area (63.9% or 252,845
km?) but can still provide a useful indicator of future mining potential. Our goal was to use this
dataset to identify areas with the greatest mineral potential in the long-term future. First, we
used the mineral potential and certainty that were ranked into three categories (low, medium,
and high). We used the potential and certainty categories to select areas of greatest mineral
potential. We chose the areas that had either 1) high potential and certainty (i.e., high resource
potential), or 2) a combination of high and medium (i.e., lower resource potential; Table E-5).
The Jones et al. (2015) analysis was performed at the 6™-level hydrologic unit, a finer resolution
than the other REA datasets, so we upscaled the dataset to the 5"-level hydrologic unit. Finally,
after selecting the areas of mineral potential and upscaling the data, we used access to further
refine areas with potential mineral activity because access is one limiting factor for potential
mining activity. From the areas with potential mining activity we retained the unit if they
intersected roads, trails, railroads, or proposed roads to Ambler or Nome.

After the future mining dataset was completed, we overlaid the ADRF prospect mines and state
and federal mining claims not currently being mined to verify the datasets were in agreement.

Mining potential is based only on the physical potential for a resource and it does not take into
account management or land ownership issues that might prevent mining activity. According to
the General Mining Law of 1872, mining is prohibited in federal parks and wilderness areas.
Legislative actions determine mining status on protected state of Alaska land greater than
2.5 km? (Alaska Statutes 38.05.300), and examination of legal actions indicate state parks and
recreation areas do have mining activity, but state forests are open to mining. Critical habitat
and refuges are also subject to legislation but typically closed. For example, the Minto Flats
Game Refuge was closed to mining when created (Alaska Statutes 16.20.037). Regardless, we
used the ADRF to examine how many past and present mines occur within federal- and state-
protected lands. For the future-term projections, we identified high potential mining areas
classified with the above methods via the USGS report, and documented how much high
potential area occurs within protected zones. However, when assessing the impact of mining on
the landscape condition, we do not place mining within a federal- and state-protected area, with
the exception of state forests.
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Table E-5. Categories used to determine the areas with the greatest mineral potential (bold) and the
number of HUCs classified in each of the mineral resource potential GIS databases by the USGS. Mineral
deposit groups include: Rare earth elements (REE), Placer and paleoplacer gold (Placer), Platinum group
element (PGE), Carbonate-hosted copper deposits (CuCarb), Sandstone uranium deposits (SandU), Tin-

tungsten-molybdenum-fluorspar deposits associated with specialized granites (SnGranite).

) ) ) No. of HUCs in Each Category
Potential, Certainty | Certainty 2
REE | Placer | PGE | CuCarb | SandU | SnGranite
High High 75 230 48 83 54 132
High Medium | 270 6 98 110 1 31
Medium High 71 201 62 187 444 294
High Low 17 0 8 0 0 4
Medium Medium | 476 0 639 447 273 317
Medium Low 138 361 636 0 0 174
Low High 394 374 490 711 453 1035
Low Medium | 713 | 1131 | 137 763 1072 214
Low Low 144 0 181 0 0 97
Unknown Unknown 15 10 14 12 16 15

2.7 Energy infrastructure

The Alaska Energy Authority (AEA) helps to provide access to renewable energy in the state of
Alaska. The types of energy production installations include wind, hydro, thermal, and biomass.
Through multiple rounds over the last decade, the AEA Renewable Energy Fund has funded, or
is considering funding, a variety of renewable energy projects. Projects can be in several
funding phases, and we reduced this to three phases. Current projects are considered those
under construction or feasibility/construction. Planned projects include those in the feasibility
stage, reconnaissance, and final design. Lastly, there are projects that are not active, which are
those not funded by the AEA. We examined projects that were funded in rounds 1-7 to estimate
current and near-term future renewable facilities.

2.8 Social and economic conditions

We used the six domains chosen by the Arctic Social Indicators: ASI Il (ASI; Figure E-3; Larsen
et al. 2014). Three of these were also included in the Arctic Human Development Report to
assess social conditions in communities in the CYR study area. These indicators were
selectively chosen based on data availability, affordability, ease of measurement, robustness,
scalability, and inclusiveness. Figure E-3 shows the key variables used by the ASI report.
However, there are several potential metrics within each indicator (Arctic Social Indicators
2010), some of which are more readily available for the CYR study area (see Table E-6).
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Arctic Social Indicators

Health and Wellbeing

Infant mortality

Education Net migration

Net migration rate

Material Fate Material Wellbeing

We.fllbeing Control Per capital household income
Cultural Wellbeing

Language retention rate

Cultural

Hea|t|/1 and Contact with Nature
\
Wellbeing

Popu/lation Harvest of traditional foods (kg)
Education

Contact with Post-secondary completion rate

Nature Fate control

Political control

Control over land

Economic control

Control over knowledge construction

Figure E-3. Arctic Social Indicators (ASI) organized into six domains along with key indicators.
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Table E-6. Indicators identified in ASI report (Larsen et al. 2014). Key variables that, according to the ASI

report, best represent the domain are indicated with an asterisk.

Community level data

Domain Variables suggested by Nordic Council . Used
availability
Access to health care
Self-assessed health Unavailable.
Smoking rate
Health Obesity rate N
Child mortality rate Community-level data are
Infant mortality rate* confidential.
Suicide rate
Total population AK DOLWD and U.S. Census. Y
Popula_tlon growth or decline rates and Calculated. v
projections
Number of births Information is available for the
_ Agelsex/ethnicity composition of the population | Fairbanks North Star Borough
Population/ including age and sex ratios only.
Demography Birth rates
Mortality rates P : YN
y Information is available for the
Infant or child mortality rates Fairbanks North Star Borough
Net migration* only.
Number of death
ACS 2006-2010 moving average
Proxy variable: Per capita income
(past 12 months) for total
. . . population and for AIAN (ACS
Per capita household income 2006-2010).
Alaska Department of Labor
estimates of annual per capita
earnings by community.
GDP data for Alaska are available
Per capita gross domestic product at U.S. Government Federal
Reserve.
Material Well- AKDOLWD-ALARI provides
being Unemployment rate unemployment insurance Y

claimants by community.

Poverty rate

Community-level data are not
available.

Subsistence harvest per person

ADF&G subsistence harvest data
are not collected every year in
every community, nor for every
species in every year. However,
they are available for nearly all of
the North Slope communities.

Net migration rate

Community-level data are not
available. State- and census area-
level are available.
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Community level data

Domain Variables suggested by Nordic Council L Used
availability
A composite index that takes into account three
sectors: Per capita household income, Net Lacking complete data.
migration rate, Subsistence harvest
. . Proxy variable: Proportion of
E&zigzit:)onn of students pursuing post-secondary students pursuing secondary
education (AK DEED; NCES). v
Education Ratio of students successfully completing post- Proxy vafrllallble: Raltlo. of studenctjs
secondary education * successfully completing secondary
education (AK DEED; NCES).
Proportion of graduates who are still in their own Unavailable N
community (or have returned to it) 10 years later )
Cultural autonomy
Do laws and policies recognize institutions that
exist to advocate for cultural autonomy or
national minority populations?
Do institutions representing national minority
cultures exist?
What is the proportion of such institutions to Unavailable. N
minority peoples, e.g. are all peoples
represented through such organizations?
Are resources available to such institutions?
Cultural Well-
being Are funding policies in place and how well-
resourced are they?
Language retention* Proxy variable: Multiple variables
(E.g. what percentage of a population speaks its | from community-level language Y
ancestra| |anguage?) data from U.S. Census.
ADF&G subsistence harvest data
Belonging (e.g. what percentage of people are ::53 onr1t tt?: ntlénggf\r/:;tpgggéissfu”
engaged in recreational or subsistence h plng S y
A arvesting, and using each
activities?) - N
species. However, data are not
available for all communities.
A composite index that takes into account above | To be computed but data
three sectors unavailable.
Harvest of country foods* Partial subsistence data available
y from ADF&G.
Consumption of country foods* Partial subsistence data available
P y from ADF&G.
Contact with ADF&G subsistence harvest data Y

Nature

Number of people or households engaged in the
traditional economy

report the number of people
attempting to harvest, successfully
harvesting, and using each
species. However, data are not
available for all communities.
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Community level data

Domain Variables suggested by Nordic Council L Used

availability

Percentage of indigenous members in governing

bodies (municipal, community, regional) relative Proxy variable: native

to the percentage of the indigenous people in the | corporations' earnings.

total population

Percentage of surface lands legally controlled by

the inhabitants through public governments, Acres of land owned by native

Native corporations, and corporations.

Fate Control Y

Community governments*

Percentage of public expenses within the region
(regional government, municipal taxes,
community sales taxes) raised locally

Proxy variable: Municipal taxation,
state of Alaska from AKDCCED,
Alaska Taxable.

Percentage of individuals who speak a mother
tongue in relation to the percentage of individuals
reporting corresponding ethnicity

U.S. Census collects the data that
show how many people speak
only English in the community.

*Key variables to use as indicators—According to authors of the ASI report.

2.9 Distressed communities

We determined levels of community distress by examining risk and vulnerability rankings from
Himes-Cornell and Kasperski (2015), the Alaska Governor’'s subcabinet on climate change
(Immediate Action Work Group 2009), and the Denali Commission. Himes-Cornell and
Kasperski (2015) examined vulnerability among Alaskan fishing communities based on climate
change indicators, resource dependency, and adaptive capacity. They examined 315
communities and used principal components to select the most relevant variables to represent
the three selected indices (see Himes-Cornell and Kasperski 2015 for details). Risk due to
exposure to climate change was largely represented by sea ice and permafrost melting.
Communities with greater resource dependency had higher commercial and sport harvests of
fish, with some halibut subsistence fishing. Lastly, communities with higher adaptive capacity,
which could be used to offset exposure to climate change and changes in availability of
resources, had higher employment and work opportunities, more stable population, and less
people on financial assistance. Principal components that represented each of the three indices
are listed in Table E-7 below.

Table E-7. Parameters used to assess whether communities in Alaska are distressed and, thus, qualify
for financial assistance.

Index Principal Component

Mean and max ice coverage

Erosion risk

Climate change Permafrost type/latitude

Distance to next permafrost zone

100% ice coverage

Participation and subsistence halibut

Sport fishing

Resource dependency —— -
Participation per capita

Commercial landings per capita
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Sport fishing per capita

Marine mammals pounds

Subsistence halibut per capita

Commercial landings

Subsistence salmon

Marine mammal animals

Poverty

Transient population

Population composition

Employment diversification

Adaptive capacity Labor force composition

Lack of opportunities

Social Security recipients

Foreign population

Elderly population

The Immediate Action Work Group to the Alaska Governor's subcabinet on climate change
assessed vulnerabilities of communities, including those within the CYR study area. The
Immediate Action Work Group included information on state flood disasters declared by
communities in Alaska from 1978 through 2008. The Government Accountability Office also
examined flooding and erosion in Alaska; however, they determined no communities within the
CYR study area were considered at risk for flooding.

Lastly, the Denali Commission was created in 1998 and, since 2001, has annually assessed the
distress status for communities in Alaska, releasing a list of distressed communities based on
three criteria. If a community meets two of the three criteria listed below, they are classified as
distressed.

e Average Market Income is less than $14,872 (which is the yearly equivalent of a
full-time, minimum wage job).

e More than 70% of residents 16 and over earned less than $14,872 in the study
year.

o Less than 30% of residents 16 and over worked all four quarters in the study
year.

Communities that are classified as distressed are only required to provide a 20% match on
Denali Commission grants. Communities that are not classified as distressed are required to
provide a 50% match on Denali Commission grants.

2.10 Recreation

To examine recreational use of the CYR study area we used the National Park Service (NPS)
Visitor Use Statistics reporting system that is publicly available. This reporting system includes
numerical information in addition to comments from staff members about changes in visitation
and methods used to collect data. We used linear regression to examine trends.
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2.11 Subsistence harvests and use areas

Subsistence harvest data were obtained from the Community Subsistence Information System
(CSIS), which provided data from subsistence household surveys conducted mostly by the
ADF&G Division of Subsistence. Subsistence surveys were mostly conducted in rural
communities, with some communities surveyed multiple years and others never surveyed. Data
were available at the household level, which we aggregated to the community level. Since few
comprehensive subsistence surveys were completed per community over the years, we
examined specific species trends over time from CSIS data. Since many surveys targeted
subcategories, we selected a subset of species for which we examined trends and harvest
patterns in rural Alaska: moose, caribou, Dall sheep, salmon, non-salmon, waterfowl (species
within the family Anatidae), and marine mammals. Survey years ranged from 1982 through
2012 and excluded the FNSB. We calculated the total and annual average per capita (in
pounds) harvest of the subset species per community and per region. When calculating the
annual average, we excluded villages that had total harvest of less than 5 Ibs. per capita since
this was likely the result of survey error. Spatial data of subsistence hunting collected during the
ADF&G subsistence households were available for a limited number of communities.

For communities with subsistence use spatial data available, we also calculated the percent of
the subsistence use area that occurs within the most pristine landscape condition (i.e., very high
condition) for the current, near- and long-term landscape condition models. This provides an
estimate of the quality of the habitat within those subsistence use areas for all three time
periods.

2.12 State and Federal Subsistence Hunting and Sport Fishing

ADF&G has collected hunting and fishing information from Alaska residents and non-residents
since just after statehood in 1960. Hunting data are typically reported on harvest permits that
are returned to the ADF&G Division of Wildlife Conservation, regardless of success (ADF&G
Wildlife Conservation 2016). State harvest ticket data do not reflect the number of hunters but
rather the number of hunts. Hunts are defined as hunting activity associated with a harvest
ticket while hunters are the individuals who possess harvest tickets. A hunter may possess
several harvest tickets and participate in several hunts. The distinction between hunters and
hunts is important because the number of moose hunts has been increasing statewide while the
number of hunters has been relatively constant since the 1990 due to individuals obtaining
multiple hunt permits (Schmidt et al. 2015). Harvest represents the actual taking of an animal
(e.g., kills). However, examination of hunts and harvests for moose, caribou, and Dall sheep
since 1990 can provide valuable insight regarding use of land and animals.

Data are collected at the GMU (Game Management Unit) level, and there are 24 GMUs within
the CYR study area. Some GMUs are only partially included in the CYR study area, so we
adjusted the number of hunts and hunters based on the percent of area of the GMU that
occurred within the study boundary (Table E-8). Adjusting data by percent GMU area may not
accurately reflect hunting activity, especially if access or animal density within the GMU
influences harvest, but it avoids the certain overestimation of using sport hunt data unadjusted.
Caution should be used when interpreting the data; limitations are summarized in the Data
Gaps and Limitations Section.
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Table E-8. Percentage of the total area of a game management subunit (GMU) within the CYR study

area.
GMU | Percent in GMU % GMU Percent in GMU %
127 28.8 23Z 70.4
13B 0.003 24B 99.0
13C 0.002 24D 63.3
20A 16.4 25A 98.7
20C 10.23 26A 0.008
20D 76.3 26B 7.1
21B 16.3 26C 0.008
21D 12.9 20B,E,F; 21C; 24A, C; 25B,C,.D 100

Given that most of the sport harvest of animals is done with state permits, we used the state
database to spatially display harvest for moose, caribou, and Dall sheep by GMU. By only using
the state database we were able to present more up-to-date data. Current hunting and fishing
data were represented as the average harvest per GMU from 2010 through 2013. The earliest
reliable harvest data were from 1990, so historic harvest was represented by the average
harvest per GMU from 1991-1994. We calculated the percent change from historic to current in
hunts and harvests for each GMU. Percent change was calculated as:

Current — Historic

P tCh = 100
ereen amge Historic i

Sport fish data were obtained from results of sport fish surveys that have been mailed to anglers
since 1977, although the current methodology dates back to 1996 (ADF&G Sport Fish 2016).
These data were used to compare angler harvest and species composition of harvest over time
and among rivers. In this dataset, Dolly Varden and Arctic char were reported together, so
results for Dolly Varden include Arctic char.

Even though the Federal Subsistence Management database includes subsistence hunts these
numbers are a small portion of overall hunts (see results). The Federal Subsistence Board
regulates federal subsistence hunting in Alaska. Federal hunts are subsistence hunts because
unlike the state, the federal government differentiates between rural and urban Alaska residents
when issuing hunting opportunities. Only residents of areas identified as rural are eligible to
participate in the Federal Subsistence Management Program on federal public lands in Alaska.
Rural and urban status is determined first by population size, with communities of 2,500 or less
classified as rural. Communities between 2,501 and 7,000 in population size are urban unless
they have characteristics of rural areas. Characteristics used to determine rural status include:
economy, community infrastructure, level of fish and wildlife use, transportation, and educational
institutions present in the community. Subsistence harvest data from the Federal Subsistence
Management Board were available at the community level and game management unit (GMU)
level for multiple species. Because data were available at the community level, unlike ADF&G
data, we were able to assess changes within different regions over time. We assessed changes
in user groups harvesting fish and game through 2010. The main reason we use this database
is because it provides residency information for ADF&G state harvest tickets, unlike the publicly
available ADF&G data portal. The federal subsistence database does not accurately capture
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subsistence hunting and harvests in Alaska. The previously mentioned ADF&G subsistence
household surveys are the most accurate data available for subsistence hunting in Alaska, but
even this database, as with all human self-reporting databases, has biases and shortcomings.
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3. Results

3.1 Communities

The CYR study area (395,854 km?) is slightly smaller than the state of California (403,466 km?)
and has widely ranging socioeconomic conditions, including both urban and rural areas. The
study area contains the second largest city in Alaska (Fairbanks, N = 31,535 in 2010) and some
of the smallest (Bettles, Coldfoot, Evansville, and Wiseman, N < 20 in 2010). The overall
population in the study area is expected to grow in size, more so among the older age classes
than the younger, but regional variation exists. Changes in population growth do not account for
immigration, which can offset aging of current residents. Overall, the total community footprint in
the CYR study area is minimal (2,442 sq. km? or < 0.01% of total study area). FNSB (19,297
km?) is the major urban center (N = 97,581) in Interior Alaska. The size of the community
footprint according to the TIGER tracts is 2,226 km? or about 11.5% of FNSB (Figure E-4). Rural
communities in the CYR study area have a very small average footprint (4.3 km?).
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Figure E-4. Footprints of communities and populated places in the CYR study area.
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Demographic structure

The CYR study area contains a diverse human population with very remote communities and
urban centers. Remote communities are typically mixed subsistence-cash economies populated
by Alaska Natives. Jobs are limited and the cost of living can be quite high. Urban areas like
Fairbanks and North Pole have more employment opportunities, increased infrastructure, mixed
race, and a lower cost of living than rural communities. Overall, the population within the CYR
study area is expected to increase over the next 45 years (Table E-9; Figure E-5). Most of the
increase is expected to be within urban areas and communities with road access (AKDLWD
2016a; Table E-10). The average rate of change for all regions was between 0% and 0.01%,
and some regions expect a decline in population size (Table E-10). The largest growth from
2013 through 2060 is projected in the FNSB (41.0%), which was slightly more than the overall
growth estimate (40.2%) for the CYR study area. Meanwhile, Yukon River and Koyukuk River
communities are predicted to lose population by -2.2% and -1.3%, respectively.

Table E-9. Projected population for the CYR Study Area (excluding Red Dog Mine).

Year | Base Projection | Low Projection | High Projection
2020 118,082 110,917 125,247
2025 122,886 113,185 132,587
2030 127,690 115,990 139,390
2035 132,494 119,090 145,898
2040 137,298 122,384 152,213
2045 142,102 125,817 158,388
2050 146,906 129,356 164,456
2055 151,710 132,981 170,439
2060 156,514 136,676 176,353
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Figure E-5. Population projection of the CYR study area (excluding Red Dog Mine and group quarters)
with 95% confidence intervals.
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Table E-10. Population structure of the regions (by watershed) in the CYR study area (excluding group
guarters and Red Dog Mine).

: Pop. change | Pop. change | Avg. rate of Change in

082?[21 lg:'ty To(tza(ljll%c))p. from 2013- | from 2030- | change from (l\gglleos) males from

gory 2030 2060 2013-2060 2000-2010
Kotzebue Sound 6,336 7.2% 20.8% 0.01% 53.50% 1.40%
Koyukuk River 678 -1.3% 0% 0% 55.30% 1.90%
Tanana River 102,729 14.7% 23.5% 0.01% 52.80% 1.00%
Yukon River 2,422 -2.2% 0% 0% 54.30% -0.30%
FNSB 100,132 13.8% 23.9% 0.01% 52.80% 1.00%
Non-FNSB 12,855 0.2% 0% 0% 53.60% 1.10%
Roaded 103,018 13.4% 23.5% 0.01% 52.80% 1.00%
Non-roaded 9,969 9.3% 13% 0% 53.90% 0.90%
All 112,987 14.4% 22.6% 0.01% 52.90% 0.90%

Based on decadal census data, most communities in the CYR study area, except for the Yukon
River drainage, increased in population size from 1990 to 2010 (Figure E-6).
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Figure E-6. Population size of regions in the CYR study area (Census data for 1990, 2000, and 2010).
Data shown are the number of individuals.

In general, people in Alaska are very mobile and migration fluctuates greatly from year to year
(Figure E-7, Figure E-8, and Figure E-9). When looking at immigration and emigration among
rural Alaskan communities, most migration involved larger numbers of people moving to urban
areas such as Anchorage, FNSB, and the Matanuska-Susitha Borough. Kotzebue is the largest
community within the Kotzebue Sound. Between 2000 and 2013, an annual average of 67
people moved from a village within the Northwest Arctic Borough (NWAB) to Kotzebue, which is
slightly greater than the annual average number of people (63 people) who moved from
Kotzebue to another village within the NWAB (AKDLWD 2016b). Excluding Kivalina, Deering,
and Buckland (because they are not in the study area), the population of NWAB declined from
2000 to 2014 (average annual change of -97 people). Emigration spiked around the time gas
prices peaked (2008) and since have declined except for a spike in 2013 (Figure E-7). Migration
data presented here do not include changes in population size due to births and deaths. Rural
Alaska has a very high birth rate compared with other areas in Alaska (see below Figure E-18).
Census data indicate that all but one community within NWAB increased in population since
1990, but the census is done only once a decade, which limits the ability to detect trends (Figure
E-6). The average annual percent net migration relative to total population size was lowest for
Noorvik (-2.2%) and highest for Noatak (0.3%).
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Figure E-7. Net migration to and from the NWAB, excluding Kivalina, Deering, and Buckland. Data from
Alaska Department of Labor and Workforce Development (AKDLWD 2016b). Migration data presented
here do not include changes in population size due to births and deaths, and rural Alaska has a very high
birth rate compared with other areas in Alaska.

Migration in the FNSB was positive during 2004—2005 and 2005-2006, but has largely been
negative from 2006—-2007 to 2014-2015 (Figure E-8). Rents in Fairbanks have risen by 50%
from 2005 to 2015, which could be a factor in the large emigration (Wiebold 2015).
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Figure E-8. Net migration to and from FNSB. Data from Alaska Department of Labor and Workforce
Development (AKDLWD 2016b).

The emigration in the Southeast Fairbanks Census Area is holistic—only two communities did
not decline (Figure E-9). The Delta Junction region has been greatly affected by reductions in
military spending and activities associated with Fort Greely. Big Delta lost 200 people while
Eagle/Eagle Village and Healy lost a total of 75 people due to either emigration or death.
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Figure E-9. Net migration to and from the Southeast Fairbanks Census Area. Data from Alaska
Department of Labor and Workforce Development (AKDLWD 2016b).

The CYR study area had slightly more male residents (52.0%) than female residents in 2000.
The percent of male residents increased to 52.9% by 2010 (52.9%). The Yukon River
watershed was the only watershed where the percent of males in the population decreased
(Table E-10). Even though the ratios of males to females were similar in all the regions, the age
composition differed. In general, the more rural and remote locations had younger residents and
a smaller portion of their populations occurred within working age (15—65-years-old; Figure E-10
and Figure E-11). When people above the age of 64 are not considered among the working
population, the percent of people employed all four quarters increases greatly in the non-FNSB
and slightly in the Yukon River watershed. In these two regions, the total number of residents
age 16 and older was much larger than residents between 15 and 64, which, based on the age
pyramids, is likely due to the presence of older aged residents (Figure E-10).

Kotzebue Sound communities had the most pyramid shaped age profile with a large base of
young children (20.7% of population < 10 years old). Both the Kotzebue Sound and Yukon River
communities had a smaller cohort in their 20s during 2000, and 30s in 2010. Research has
shown that among young adults in rural communities, migration to more urban areas such as
FNSB is common (Howe 2009). The data used here cannot directly assess migration, but we
can look at the change in composition of young adults (20-24 years old). The percentage of
Alaska Native residents of FNSB increased by 2.1% between 2000 and 2010 (Figure E-12).
Communities in the Yukon River watershed had the fewest young adults in 2010 (5.9%). The
population of females decreased at a rate nearly 38 times that of the rate of population decline
of males, 0.38% versus 0.01%, respectively, between 2000 and 2010 census. Kotzebue Sound
had nearly the same percentage of youth as the Tanana River communities, which included
FNSB (9.4% versus 10.2%, respectively), which was likely partially due to the presence of the
larger hub community of Kotzebue. Kotzebue offers employment and education opportunities
not found in the two other more rural watersheds (i.e., Koyukuk and Yukon).
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Figure E-10. Population structure of the regions in the CYR study area in 2010 (excluding group quarters
and Red Dog Mine). Data are the number of individuals.
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Figure E-11. Average percentage of community residents employed all four quarters within each
category according to 2010 census data based on all residents age 16 and older or between 15 and 65.
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Figure E-12. Average percentage of community residents reported as Alaska Native within each category
in the CYR study area.
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Education and employment are common reasons for young adults to leave rural Alaska (Howe
2009, Huskey et al. 2004). The percentage of young men increased in the Koyukuk River
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watershed (1.4%), while the percentage of young females decreased (0.30%). All regions
experienced an aging of the population between 2000 and 2010 (Table E-11), with increases in
the percent of residents 55 or older, which is similar to the statewide trend (Schultz 2015). Age
structure influences the percentage of the population within working age.

Table E-11. Percent change in population structure from 2000 to 2010. Positive values indicate an
increase in that age category.

Community Under age 10 | Ages 10-19 | Ages 20-54 | Ages 55-75 Over age 75
Category (%) (%) (%) (%) (%)
Kotzebue Sound -2.7 -4.1 1.9 3.6 1.2
Koyukuk River -15 -3.5 -0.1 3.6 15
Tanana River -2.0 -2.9 -1.8 6.5 0.2
Yukon River 2.1 -4.1 -2.6 7.8 1.0
FNSB 2.1 -2.6 -2.0 6.5 0.1
Non-FNSB -1.7 -4.6 -0.8 5.9 1.2
Roaded -2.0 -2.8 -1.8 6.5 0.2
Non-road -2.1 -4.3 1.0 4.2 1.2
All -2.2 -3.3 -1.1 6.3 0.3

The population of FNSB increased substantially between 1960 and 2012 (150%). There is a
large military presence in FNSB with Fort Wainwright and Eielson Air Force Base (Figure E-13).
In 1990, there were 1,362 people in military quarters. The population in military quarters
increased to 1,951 by 2010. The proportion of active duty personnel residing on versus off base
differs greatly between bases but for Eielson Airforce bask, which is 25.1 miles outside of
Fairbanks, 66% of military personnel live off base (Fried 2013). This is greater than the 48% of
military personnel that live on base at Joint Base Elmendorf-Richardson located in Anchorage.
Recently, the population in the FNSB has begun to decline: FNSB population changed by -
1,450 residents between 2013 and 2014. Population decline coincided with a 9% reduction in
military presence. In 2012, almost a third of residents of FNSB were military, Department of
Defense civilians, or dependents (Fried 2013). Reductions in military presence can have
dramatic impacts on communities. For example, from 2005 to 2013, the population size of
Galena decreased by 25.0% (pre-flood numbers); Galena Air Force Station near Galena, was
proposed for deactivation in 2005 and closed in 2010.
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Figure E-13. The number of military and dependents in Alaska and FNSB from 1990-2014 with the
percent of the population comprised of military and dependents.

The military presence in Alaska has slightly decreased in recent years (Figure E-13).
Reductions in the military would have a large impact on FNSB. Fairbanks Economic
Development Corporation (2010) found that 10% of the revenue in FNSB could be attributed to
Eielson Air Force Base. Given this influence, the military population was included in a
transportation zone analysis and urban population model conducted by FNSB and an
independent contractor. All TAZs, except for a small one in Southwest Fairbanks, gained
residents by 2040, although population growth was a basic assumption of the model. Growth is
likely to be greater in the western portion of the Fairbanks area than the southern or eastern
portions (Figure E-14). However, a few pockets in the east portion are expected to increase,
likely because these areas are currently mostly forested like much of the western portion.
Minimal growth was predicted for large areas in the eastern portion, partially due to less road
access than similarly sized remote tracts in the western portion.
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Figure E-14. Modeled change in the population of FNSB between 2013 and 2040. Values represent the
number of individuals.

Even though FNSB has experienced emigration, the population of FNSB has grown steadily in
the last 50 years with the most rapid growth occurring during the oil boom of the early 1980s
(Figure E-15). Recently, the population has leveled off with a decrease observed from 2012 to
2013.
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Figure E-15. FNSB human population from 1960-2013.

Birth rates have been stable since the early 1990s with a small decline recently, coinciding with
a slower economy in 2009. As the economy fluctuates, births may vary, but typically rural areas
have higher rates (Figure E-16, Table E-12).
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Figure E-16. Number of live births per 1,000 people for the census areas within the CYR study area.
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Table E-12. Annual average number of live births, also known as crude birth rate, in the three census

areas within the CYR study area.

Period Fairbanks North Northwest Arctic So_utheast

Star Borough Borough Fairbanks
1992-1997* 1,560 158 104
1997-2002* 1,476 164 95
2002-2007* 1,588 182 101
2007-2012* 1,765 214 130
2012-2017** 1,681 218 120
2017-2022** 1,672 214 131
2022-2027** 1,654 210 135
2027-2032** 1,694 214 143
2032-2037** 1,789 232 159
2037-2042** 1,890 253 180

*averages from estimated data (AKDHSS 2015)
**model data from (AKDOL 2014)

Death rates in FNSB are lower than in the other census areas (Figure E-17, Table E-13).
Malignant neoplasms (i.e., cancer) was a common cause of death in all census areas,
especially FNSB with it being the leading cause every year since 2001. In Southeast Fairbanks,
heart disease used to be the most common (i.e., early 1990s), but now it is cancer. Meanwhile,
in 6 of the 19 years of data, unintentional injury was the most common reason for death in
NWAB. The increase in the number of deaths in Southeast Fairbanks census region did not
correspond with a change in cause of death, large change in population size, or flux of

emigration.
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Figure E-17. Deaths per 100,000 people in census areas with available data. Data for the NWAB and
Southeast Fairbanks are 3-year moving averages plotted by the middle year to allow for comparable data.
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Death rates have remained steady but have increased with population. Empirical data from the
Alaska Department of Health and Social Services have far more deaths than the predicted
deaths by the Alaska Department of Labor and Workforce. No reasons for the difference in
number of deaths are known.

Table E-13. Annual average number of deaths in the three census areas within the CYR study area.

Period Fairbanks North Nprthwest So_utheast

Star Borough Arctic Borough Fairbanks
1997-2002* 319 116 95
2002-2007* 352 129 113
2007-2012* 407 137 117
2012-2017** 491 51 45
2017-2022** 571 54 53
2022-2027** 666 59 62
2027-2032** 779 63 71
2032-2037** 899 68 80
2037-2042** 996 73 88

*averages from estimated data (AKDHSS 2015)

**model data from (AKDOL 2014)

Infant mortality rates have decreased since the early 1990s, but increased from 2002 to 2004
compared to 1997 to 2001 (Figure E-18). Rural areas typically had much higher infant mortality
rates than urban areas except for when all rates decreased between 1997 and 2001.
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Figure E-18. Infant deaths per 1,000 live births in census areas with available data. Data in the figure are
3-5-year moving averages plotted by the middle year to allow for comparable data.

Transportation

The availability of transportation routes is a major factor that influences the social and economic
atmosphere of communities in the CYR study area (Figure E-19). The influences of
transportation routes can be both negative and positive, but nonetheless changes occur when a
community becomes connected to a larger transportation network. Of the 67 communities in the
study area, slightly more than half are accessible by road (n = 40). Forestry roads provide the
most dynamic changes in access. Based on the Fairbanks area forestry information, 503 km of
forestry roads exist from previous harvest activity and currently 336 km of forestry roads are
classified as active. Only 82 km of forestry roads are proposed for the future. Of all proposed
roads, the road to Umiat is the shortest (29 km), followed by the preferred option for the road to
Nome (459 km). The longest proposed road would provide access to the Ambler mining district
from the Dalton Highway (1,325 km).
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Figure E-19. Current and long-term future linear infrastructure in the CYR study area.

The Alaska Department of Transportation and Public Facilities (ADOT) has funded studies
(DOWL HKM 2010, AKDOT 2010a, AKDOT 2010b) of preferred routes for proposed roads
(Table E-14). According to the ADOT-funded studies, Galena is the only CYR community that
would potentially be influenced by the road to Nome. Even though Route 1 (Jim River) to Nome
would also provide access to the Ambler mining district, the more southern Route 3 (Yukon
River Corridor) was preferred. However, the level of influence, if any, that the proposed road to
Ambler had on the selection of a preferred route to Nome is unknown.
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Table E-14. Preferred roads to resources.

Purpose Name

Road to Ambler mining district | Southern route (road)

Ambler to Red Dog Mine port Delong Mountain Transportation System (DMTS) corridor (road or

railroad)
Cape Darby to Ambler Cape Darby/Seward Peninsula (road or railroad)
Road to NPR-A/Umiat Galbraith
Nome council road to Ambler Selawik Flats corridor (road or railroad)
Port by Kotzebue to Ambler Cape Blossom (road or railroad)
Road to Nome Route 3 (Yukon River corridor)

Future road development has the potential to greatly alter the landscape and provide access to
consumptive and non-consumptive users. A number of roads with alternative routes were
proposed from 2005-2015, but the state of Alaska's financial situation during that time limited
discussions of implementation. Nevertheless, the effects of the proposed roads must be
evaluated in case the economy makes these projects possible in the near-term or long-term
future. Of the four routes suggested to the Ambler mining district, the southern route has been
deemed the most likely because it uses existing highways, minimizes crossing federal lands,
which require additional scrutiny, facilitates access to rural communities, and provides the most
access to mineral resources along the Yukon River (DOWL HKM 2010). Wilson et al. (2014)
also determined that winter caribou habitat would be minimally impacted by the southern
proposed road to Ambler. An ATV road was proposed to connect Noatak to Red Dog Mine to
reduce the cost of fuel in Noatak (Dau 2011). Noatak is also considering building a new airport
that would allow large jets to land (Dau 2011). Another large-scale road expansion proposal is a
road from Interior Alaska to Nome, which the state of Alaska studied in 2010 along with DOWL
HKM and Northern Economics. They determined that the best route was the Yukon River
Corridor because it would support mining activities along the route, mail/freight delivery,
passenger transportation, and fuel delivery to communities throughout the year. It is estimated
that the presence of a road would save each person in Tanana, Ruby, Galena, Koyukuk, Koyuk,
and Nome $3,900 per year in fuel, freight, and mail costs (AKDOT 2010a).

Phases of the Northern Rail Extension Project were included in both the near-term and long-
term future transportation datasets because rail and levee construction is expected to occur
from Moose Creek to Salcha (first phase) and then from Salcha to Delta Junction (second
phase). Two temporary bridges will be built across sloughs. Currently, a levee along and a
bridge across the Tanana River have been built as part of phase one. The Northern Rail
Extension Project may increase access for hunting and could facilitate transportation and
movement of freight between Fairbanks and Delta Junction.

Transportation projects typically need materials (i.e., gravel, sand, stone, etc.) and contractors
can apply for sites to obtain these materials from the state and federal (BLM) government. The
road to Umiat was scheduled to have one material site every 10 miles with 1,000,000 cubic
hectares of material per site (AKDOT 2010b). For the state, a reclamation plan is needed if the
area where materials will be gleaned is equal to or greater than 5 acres (ADNR 2015). Most
sites are located near existing roads and average sizes are typically less than 2 km? (Table
E-15).
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Table E-15. ADNR recorded material sites and sales in the CYR study area in 2015.

Status Count T(thall karz]e)a g\a?rl?r%(; :rseg

State Material Sale
Application received 2 0.36 0.18 £ 0.40
Application complete 3 0.31 0.10+£0.13
Issued 97 20.44 0.21+£0.26
Transferred 1 0.15 0.15+0.00

State Material Sale Site

Pending review 1 0.05 0.05+0.00
Active 89 24.70 0.28 +0.29

BLM Material Sale
Pending 22 51.80 2.35+3.40
Interim 25 24.05 0.96 + 2.53
Authorized 55 62.60 1.14+1.62
Unknown 697 423.80 0.61 +0.00

Economy

The economy of the FNSB is very different than other areas within the CYR study area. The
dominant industries are trade, transportation, and utilities (Figure E-20). Local government plays
a much larger role in the economy of rural areas than in the economy of FNSB. Even though the
Southeast Fairbanks census region is largely rural, the industry base is much more diverse than
NWAB. This is likely because some of the communities in the Southeast Fairbanks census
region are connected to the roads, which require maintenance and allow for a larger tourism
industry. Kotzebue Sound and Koyukuk are the two watersheds in the study area that are
primarily rural, but the Kotzebue Sound watershed includes the Red Dog Mine, which provides
employment opportunities in natural resources and mining, along with supporting positions. In
1999, the Red Dog mine provided over a quarter of the wage and salary payroll in the NWAB
(Fried et al. 1999). However, Shanks (2009) indicated that government and health care
services provided more employment opportunities than mining (Figure E-20).
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Figure E-20. Percent of people employed in various industries from 2010 through 2013. Data from Alaska
Department of Labor and Workforce Development, Research and Analysis.

Employment

Just under half of working age people in the CYR study area were employed in all four quarters
per year (Figure E-21). Communities on the Koyukuk River had the highest employment during
all four quarters. There are only eight communities in the Koyukuk River region and the
population is the smallest of the regions (678 pop. in 2013), therefore, a few communities can
greatly influence the overall average. Alatna, Anaktuvuk Pass, and Hughes all had employment
rates between 49% and 53%, which raised the regional average. A regional drop in employment
between 2006 and 2007 was driven by a 50% decrease in employment in Alatna. Communities
on the Yukon River lacked working age people (21-50 years old). Communities with no road
access had slightly higher employment than communities on the road system.
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Figure E-21. Percent of working age people who worked all four quarters.

Revenue and income

More than half (54.4%) of households in the CYR study area have a median household income
of less than $50,000 (Figure E-22). In the rural areas of the CYR study area, transfer payments
make up a large portion of the income including the Alaska permanent fund dividend payments.
For example, in the NWAB, transfer payments made up 28-32% of the total income versus 14—
16% for the rest of Alaska. Drivers of the economy and income in FNSB are government,
University of Alaska (UA), military, construction, oil industry, and tourism (Applied Development
Economics 2016). In 2006, the University of Alaska (UA) contributed over $119 million in payroll
to residents of FNSB (McDowell 2008).
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Figure E-22. Percentage of household income in each wage category (2013) in the CYR study area.

Distressed communities

According to Himes-Cornell and Kasperski (2015), the Kotzebue Sound region was at the
greatest risk to climate change and had the lowest adaptive capacity (Figure E-23; Table E-16).
Climate change vulnerability was driven by higher erosion risk and closer proximity to less
stable permafrost types. Low adaptive capacity was likely due to employment factors (low
employment diversification and a large number of people not in the labor force or unemployed).
Of the CYR communities, Selawik ranked the lowest for adaptive capacity (7" in the state), and
Kobuk was classified as the most resource-dependent (32" in the state), followed closely by
Shungnak (34" in the state).
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Figure E-23. Erosion in Selawik, Alaska (photo from M. Brubaker, Alaska Native Tribal Health
Consortium ANTHC).

Throughout the CYR study area, the resource dependency score was low (Table E-16) largely
because commercial fishing is not common in most of the communities. However, rural areas
tended to have higher resource dependency scores because subsistence halibut and salmon
permits are included as resource use along with marine mammal harvests. Alcan Border in the
Tanana River and Wiseman in the Koyukuk River watershed had the second and third highest
adaptive capacities in the state, respectively. Both of these communities are small (< 20
residents) and located along major highways with employment primarily in the private sector.
The reason that the Tanana River watershed had the lowest adaptive capacity was because this
area has a larger number of newer residents.
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Table E-16. Average normalized community component scores and rankings for CYR communities with
range in parentheses (data from Himes-Cornell and Kasperski 2015). Positive index scores and higher
ranks indicate a greater risk to climate-induced changes, higher resource dependency, and lower
adaptive capacity.

Exposure Resource Dependence Adaptive Capacity
Watershed

Index Score Rank Index Score Rank Index Score Rank

Kotzebue Sound 1.13 38 -0.34 178 0.37 115
(0.17-2.51) (7-76) | (-0.82-0.62) | (63-255) | (-0.27-1.14) | (32-195)

Koyukuk River 0.44 64 -0.38 182 0.29 124
(0.15-1.28) | (27-80) | (-0.88-0.44) | (73-273) | (-2.2-1.89) | (13-313)

Tanana River -0.09 127 -0.58 232 -0.35 195
(-0.25-0.06) | (90-169) | (-0.88-2.64) | (10-273) | (-2.41-2.10) | (8-314)

Yukon River 0.05 105 -0.20 155 0.20 147
(-0.28-0.52) | (57-180) | (-0.88-1.02) | (47-273) | (-1.26-2.02) | (10-286)

All 0.21 97 -0.33 185 -0.01 160
(-0.28-2.51) | (7-180) | (-0.88-2.64) | (10-273) | (-2.41-2.10) | (8-314)

Alaska Governor’s subcabinet on climate change mentioned flooding problems that have
occurred along the Yukon River at Eagle and Eagle Village in 2009 (Immediate Action Work
Group 2009). Statistics compiled about state disaster flooding events indicate that from 1978
through 2008, communities in the Tanana River watershed had the most flooding events,
especially communities within the FNSB. However, many remote communities do not qualify for
federal assistance because the economic costs for repairs are greater than the potential
economic benefits (Government Accountability Office 2004).

According to the Denali commission, just under half of the communities in the CYR study area
gualified as distressed in 2015 (n = 32). The Yukon River region consistently had the largest
percentage of distressed communities from 2001 to 2015 (Figure E-24). Among the river
regions, Kotzebue Sound had the lowest average percent of distressed communities from 2001
to 2015. The Kotzebue Sound watershed benefits financially from the Red Dog Mine through
employment opportunities, community outreach activities, and taxes (Haley and Fisher 2012).
The FNSB had the lowest average percent of distressed communities from 2001 to 2015. The
drop in community distress after 2006 was caused by the addition of new communities that were
found to be non-distressed and the reclassification of Salcha from distressed to non-distressed.
Other regions did not have a large influx of newly sampled communities.
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Figure E-24. Percentage of communities examined that were classified as distressed according to the
Denali Commission.

Energy prices

Heating fuel prices in the CYR study area are shown in Table E-17. Road access greatly
influences fuel prices, resulting in large variation in fuel prices throughout the CYR study area
(Table E-18). In Interior Alaska, the price of heating fuel and gasoline cost on average $2.89
and $2.74 greater than prices reported in communities on the road system (AKDCCED 2015).
For example, if heating fuel and gasoline were $4.00 on the road system it would costs $6.89
and $6.74, respectively. Reducing fuel and electricity costs in rural Alaska are highly desirable
goals. In 2008, the Denali Commission ordered a study on electric energy transmission in
Alaska (NANA Pacific 2008). Use of electricity through transmission lines could be used to
reduce community dependence on fuel, which is expensive in rural Alaska. The report proposed
transmission lines throughout the state. In Northwest Alaska, the regional corporation NANA is
examining construction of an intertie between Shungnak and Ambler and between Kivalina, Red
Dog Mine, and Noatak. Other proposed transmission lines include one between Kotzebue,
Noorvik, and Kiana. In the middle of the CYR study area, there are proposed transmission lines
to Anaktuvuk Pass and Bettles from the Dalton Highway. All of these actions would be an effort
to make energy in rural Alaska cheaper. Other potential developments, which may reduce costs,
are the building of roads and large-scale mining activities. For example, if a mine is built at
Ambler, residents in nearby communities are expected to see reductions in their heating and
electrical bills partly due to lower costs of heating oil and diesel (Cardno 2015).

Meanwhile, in the FNSB, heating costs are still a concern, but so is air quality. A 2006 survey in
the Fairbanks nonattainment area indicated the increased use of wood to heat homes since the
1990s. In 2010, the most common heating devices among households surveyed in FNSB were
oil furnaces, followed by wood burning devices (Carlson et al. 2010). On average, respondents
used 880 gallons of heating oil and 3.6 cords of wood (Carlson et al. 2010). Use of fuel oil
decreased by 20% between 2006 and 2010. The percentage of homes heating with wood was
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10% in 2006 and 17% in 2010 (Carlson et al. 2010). The decrease in the use of home fuel oil
was not attributed to wintertime weather but was likely associated with energy rebate programs
and shifts to other modes of heating. Natural gas is not widely used in the CYR study area.
However, the use of natural gas is increasing: natural gas costs per household more than
doubled from 2006 to 2010 and use increased from 2.5% of households in 2006 to 4.5% of
households in 2010 (Carlson et al. 2010). This indicates an increasing use and demand for
natural gas and, thus, development of a natural gas pipeline to the FNSB could dramatically

shift energy use patterns for a large portion of the residents within the CYR study area.

Table E-17. Fuel prices in July 2015 by community in the CYR study area (AKDCCED 2015).

Community Community Retailer Heating fuel #1 | Gasoline
Alatna Alatna Village $7.00 $7.50
Arctic Village Arctic Village $11.00 $10.00
Circle Central Corner (HF); Village of Circle (Gas) $3.69 $4.75
Eagle Telegraph Hill Services $5.00 $5.00
Hughes City of Hughes $9.00 $9.25
Minto North Fork Store $5.10 $5.50
Nenana Nenana Heating $4.06 $3.59
SRuby Dineega Fuel Company $6.00 $7.00
Tanana Tanana Tribal Council $5.75 $6.61
Anaktuvuk Pass Nunamiut Corporation $1.55 $9.49
Kotzebue Crowley $6.52 $6.61
Koyuk Koyuk Native Store $6.85 $7.31
Noorvik Morris Trading Post $6.56 $7.87

Source: AKDCCED 2015, AKDCRA 2015, AKDCCED 2015

Table E-18. Average and range of fuel prices in July 2015 by community in the CYR study area
(AKDCCED 2015).

Fuel type | Community Retailer | Average High Low

, On road system $3.95 $5.10 $3.05
Heating

Off road system $6.94 $11.00 | $5.55

] On road system $4.06 $5.50 $2.84
Gasoline

Off road system $7.24 $10.00 | $6.00

3.2 General land status

The federal government is the largest landowner in the CYR study area (Table E-19, Figure
E-25). Land status in Alaska is dynamic and information presented here is from 2015 so any
changes made after that point are not included. Fourteen federal parks, refuges, and preserves
create a patchwork across the study area. Most native selected land occurs around villages
(Figure E-25). Around the greater Fairbanks area, large portions of land are owned by the state
of Alaska and Department of Defense (Figure E-26).
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Table E-19. Land management status in 2015 in the CYR study area.

Owner/managing agency Areain sg. km Percent of total study area
Fish and Wildlife Service 103,243 26.25%
State Patent or TA 93,836 23.86%
National Park Service 66,968 17.03%
Native Patent or IC 49,535 12.59%
Bureau of Land Management 48,745 12.39%
State Selected 19,990 5.08%
Native Selected 6,553 1.67%
Department of Defense 3,034 0.77%
Water 1,168 0.30%
Private 238 0.06%

TOTAL 393,311 100.00%
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Figure E-25. Land management status in 2015 in the CYR study area. NOTE: changes made after 2015
are not represented in this figure.
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Figure E-26. Land management status around the greater Fairbanks area in the CYR study area.

3.3 Subsistence harvest and land use (MQ Q1)

MQ Q1: Which subsistence species (aquatic and terrestrial) are being harvested by whom
and where is harvest taking place?

Summary

The agent and location of subsistence harvest are driven by a combination of factors including
access, human density, animal density, and predator control policies. For example, north of
Fairbanks the reduction of moose predators and habitats, partly due to trapping and human
growth, have resulted in increases in moose populations and subsequently, harvest. Overall, the
human population in urban areas, especially FBSN, was closely linked to harvest of subsistence
and sport fish resources examined and, thus, changes in harvest will be driven more by urban
than rural residents. At the CYR study area level, moose harvest is likely to maintain the levels
they have had since 1990. Most moose populations are limited by predation and access is a
limiting factor for human harvest. The future proposed roads to resources cross low density
moose populations and harvest might increase, but again predators would need to be reduced
to provide a greater human harvestable surplus.
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Caribou harvest could continue to rise due to increases in the human population and proposed
expansion to the Ambler mining district, which would traverse through the winter range of the
Western Arctic caribou herd. The road is not expected to influence caribou habitat (Wilson et al.
2014), nevertheless, caribou habitat may decrease in the future due to increases in fire and
expansion of shrubs (Gustine et al. 2014, Marcot et al. 2015).

Sheep harvests are highly managed by ADF&G with restrictions on horns and, thus, changes in
regulations can have large impacts on harvest levels. For example, from 1989 to 2000 the use
of full curl harvest regulations was used nearly statewide to reduce the impact of harvest on
sheep population which corresponded to a sharp reduction in sheep harvests (ADF&G 2014).
Relaxation in horn restrictions will likely be influential on harvest levels as will weather/climate.
Severe winters are thought to be a reason for declining sheep population size (ADF&G 2014).
Meanwhile, changes in access will likely have minimal impact since sheep often are located on
rugged terrain above 1,000 m, which is not conducive to road development.

Subsistence users often deal with fluctuations in access to resources and over time have
developed various coping mechanisms such as switching resources, traveling further, or
purchasing food from the store (Nowak 1975, Holen et al. 2012, Wilson 2014). Previous
research has shown that when caribou herds declined, hunters in these areas switched to
harvesting Dall sheep (Georgette et al. 1991). The Western Arctic caribou herd has decreased
by almost 50% between 2003 and 2013 and this herd is a subsistence staple for many
communities in the northwest region of the CYR study area. This could increase harvest
pressure on Dall sheep in the region. Caribou are highly mobile animals and outside of calving,
their spatial and temporal distribution can vary from year to year. Another option is that
residents target moose, which have been expanding their northern range as shrubs expand into
the tundra (Christie et al. 2014, Tape et al. 2010). However, areas that have long been
dependent on caribou sometimes prefer the taste of caribou over moose (unpublished data),
which could result in an increased effort to harvest caribou. Regardless, even limited harvest on
an expanding long-lived species such as moose could slow expansion into novel habitats.

The inter-annual variation of sport fish harvests from year to year was very large, but trends did
exist. Overall, harvest of all fish species have decreased in the CYR study area and most rivers
between 1996 and 2013. Rivers in close proximity to large human populations had the largest
harvest which, as the human population increases, could mean increased demands on fish. We
did not look at harvest among lakes, some of which are stocked in an effort to benefit
recreational activity. The rivers with the largest decrease are the Tanana, Yukon, and Chatanika
rivers. Salmon runs on the Yukon and Kuskokwim rivers have been very poor, especially since
the mid- to late-2000s resulting in a decreasing trend in subsistence harvests (Brown and
Godduhn 2015, Ikuta et al. 2013). Declining salmon runs may result in a shift to land-based food
resources such as moose, caribou, and sheep. Previous research has shown when moose
decline, salmon become more important (Brown et al. 2012), and likely vice a versa.
Commercial fishing influences salmon harvests within the CYR study area given that the
majority of harvest on the Yukon is commercial fishing, and regulations and closures in
conjunction with run sizes will have a large influence on subsistence and commercial harvests.

Changes in climate have the potential to alter future harvest levels and locations of subsistence
resources. The two main ways climate can influence harvest is through access and availability.
One big issue is ice formation on rivers and the sea (Ford and Furgal 2009, Loring and Gerlach
2010, McNeeley and Shulski 2011, Moerlein and Carothers 2012), the lack thereof, and
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unpredictability (i.e., decreased safety; Kofinas et al. 2010, Wilson et al. 2014). Open water,
unfrozen spots, and inability to read ice conditions make it more difficult to travel rivers to
conduct hunting activities (Wilson et al. 2014). Reductions in precipitation can limit access to
harvest areas by creating sandbars and making rivers/streams too shallow to access (Wilson et
al. 2014). Meanwhile, availability of certain species might be changed due to climate with
species becoming more or less abundant (Springer and Van Vliet 2014). For example, moose
numbers and distribution may expand due to increased fire activity and conversion of tundra to
shrub (Tape et al. 2010, Tape et al. 2016), while caribou decline may lead to a shift from harvest
of caribou to moose. Communities within the CYR study area that are either within the tundra or
near the southern extent (< 1 mile or 16 km) of tundra include Ambler, Anaktuvuk Pass, Kiana,
Kobuk, Kotzebue, Noatak, Noorvik, Selawik, Shungnak, and Wiseman. For the communities in
the Kotzebue watershed, access and availability of marine mammals are anticipated due to
decreases in sea ice (Hezel et al. 2012, Stroeve et al. 2012), decline in health of ice-obligate
species (i.e., walrus, bearded and ringed seals, etc.), and shifting abundance of ice-associated
species (Moore and Huntington 2008). Migration also influences access and temporal
abundance, and for many of the communities in the CYR study area, salmon provides food and
cultural identity. However, predicting how climate will influence timing and abundance of salmon
runs is extremely difficult. Salmon are influenced not only by changes within the CYR study area
but also changes in ocean conditions and commercial fishing. Within the CYR region, stream
discharge has been negatively correlated with Chinook salmon abundance (Neuswanger et al.
2015). Meanwhile, melting permafrost has been associated with draining of lakes in Interior
Alaska (Riordan et al. 2006) and disappearance of fishing spots (McNeeley 2012). Like salmon,
waterfowl are highly migratory and influenced by factors beyond Alaska; however, drying lakes
will influence their distribution and habitat quality (Inkley et al. 2004) and, ultimately, abundance
(Johnson et al. 2005). Changes in climate have also been associated with increases in new bird
species and sometimes even in species abundance. Humans are resilient and can adapt to
changes using various coping mechanisms (Kofinas et al. 2010). However, development
management actions that allow people to respond to change and protect natural resources will
be a foreseeable challenge for managers (McNeely 2012).

Subsistence

Reporting rates on federal and state harvest permits in rural areas is known to be low, so we
used the subsistence household surveys to better assess harvest patterns in rural Alaska. From
1980 until 2015, per capita harvests decreased by more than half (Figure E-27). This partially
agrees with a recent analysis of the same database determined that per capita harvests overall
remained flat, but were strongly influenced by access, percent of the community that is Alaska
Native, regional location, and income (Magdanz et al. 2016). The large decline in subsistence
harvest was associated with decreasing harvests. Harvests were typically lower and also
decreased among communities with road access, a lower percent of Alaska Natives, and
communities along the Yukon River. Several of the communities in the CYR study area have
these characteristics. Average annual per capita harvests were the greatest in the Yukon River
watershed (452 Ibs.). Only harvest of caribou increased significantly since the early 1980s
(Figure E-28). However, annual variation in the data is very high and, therefore, underlying
trends may be masked. Subsistence activities reflect not only animal abundance and availability
but also socioeconomic conditions and culture. Thus, subsistence harvest is a complex activity.
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Figure E-27. Per capita subsistence harvests by communities in the CYR study area. Data from moose,
caribou, Dall sheep, salmon, non-salmon, waterfowl, and marine mammal harvest estimates from the
Community Subsistence Information System (CSIS). Colors correspond to different communities (n = 37).
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Figure E-28. Per capita subsistence harvests by communities in the CYR study area. Data from moose,
caribou, Dall sheep, Salmon, non-salmon, waterfowl, and marine mammal harvest (Ibs.) estimates from
the Community Subsistence Information System (CSIS). The statistics should be viewed with caution
because the data do not always meet the assumptions of linear regression.

Total salmon harvests have been declining on the Yukon River, which is the major river in the
CYR study area (Figure E-29). Commercial salmon harvest, which may occur outside the study
area, is a large portion of the total salmon harvest. Sport fish harvests on the Yukon River are
minimal compared to commercial and subsistence harvests. Declines in subsistence harvests
were common across all four watersheds (Figure E-30).
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Figure E-29. Subsistence, commercial, and sport harvests of Chinook and chum salmon on the Yukon
River. Data taken from Schmidt and Newland (2012).
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Figure E-30. Per capita subsistence harvests (Ibs.) by watersheds within the CYR study area. Data from
ADF&G Division of Subsistence.

The composition of harvest is driven by available resources, cultural practices, and access to a
large river or ocean (Figure E-31). Going from west to east, there is a shift from caribou to
moose as the most commonly harvested large mammal with a mix of both species in the middle.
This corresponds with a shift in vegetation and climate due to the fact that the upper west
portion of the study area occurring outside of Interior Alaska (e.g., outside of the bounds of the
Alaska and Brooks mountain ranges). Interior Alaska is dominated by the boreal forest that is
better moose habitat while northwest Alaska contains more tundra that is preferred by caribou.
Culture is also influenced by this in that examination of Alaska native clothing, tools, and hunting
practices revolve around the respective animals. Even though large mammals are important in
these regions, fish provide an important and sizeable amount of protein for many of these
communities (Georgette et al. 2003, Magdanz et al. 2010). Communities along the Yukon
depend on salmon for their livelihood and are strongly influenced by salmon runs which have
been declining and becoming increasingly difficult to predict (Brown and Godduhn 2015, Ikuta et
al. 2013).

E-59



Section E. Anthropogenic Change Agents

0 100 200 300 400 km
| ! l l | |
I
0

T T I
100 200 mi

Arctic Village

“(12.745)

Anaktuvuk Pass
(85,036)

Wiseman
(3,069)

3

FortYukon = °
(543,939)

Bettle,
(3,30

B
Evansville
(1,787)
Allakaks

(61,828), Alatna
‘ (7,538)
Hughes
(144,799) ‘

Tanana

oldfoot
(325)

Kobuk River

Beaver‘ Birch Creek
(35,271) ‘ (1,836)

Circle

Stevens Village 4 (418)

(96.609)

a Yuko®River

Central
(997)

_ (657,298) Quino
yukon @Ne‘ 4 g/ 487)
‘R Maﬁ"_léy
,,.)l uby Hot’spfing$ o
o (17,483) (6,267) \“ana Ry, Healy Lake
Nenana 3!
(447332)
Legend
Total average pounds of subsistence harvest
Pike
@ Caribou Salmon
' Moose @D Sheefish
Sheep @ Whitefish j/

Figure E-31. Relative percentage of subsistence harvests (Ibs.) based on available household surveys
conducted by the Alaska Department of Fish and Game, Division of Subsistence.

Subsistence use areas of caribou were much larger than moose or Dall sheep (Figure E-31,
Figure E-32, Figure E-33, Figure E-34). Overall, the landscape condition in the subsistence use
areas is very high (Table E-20). Caribou had the most percent of the harvest area occur in the
highest landscape condition, followed by Dall sheep, and moose. Caribou subsistence use
areas likely have the most pristine landscape conditions because they encompass much larger
use areas than for moose or sheep, and residents of the communities examined typically
traveled further from communities to hunt caribou. The community of Dot Lake mostly hunted
along the road system, which is why the landscape condition model score was so low for their
subsistence use area.
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Table E-20. The percent of the subsistence use area that occurs within the highest ranking landscape
condition category (i.e., most pristine). Only communities with available data were analyzed.

Community Caribou Moose Sheep
Current | Near | Long | Current | Near | Long | Current | Near | Long
Alatna 99 99 97 99 99 98 NA NA NA
Allakaket 99 99 97 99 98 97 100 100 | 100
Anaktuvuk Pass 100 99 98 100 100 91 100 100 99
Beaver NA NA NA 94 94 94 NA NA NA
Bettles 100 100 | 100 100 100 96 NA NA NA
Dot Lake NA NA NA 7 7 7 NA NA NA
Dry Creek NA NA NA 53 52 47 NA NA NA
Evansville NA NA NA 85 85 71 NA NA NA
Healy Lake 60 60 60 59 59 59 NA NA NA
Noatak 100 100 99 100 100 99 100 100 99
Noorvik 100 100 99 100 100 98 100 100 | 100
Tok 67 67 67 65 65 65 100 99 94
Wiseman 7 7 6 38 38 36 48 47 45
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Figure E-32. Caribou subsistence use areas and humber of communities utilizing areas.

E-62



https://www.arcgis.com/home/webmap/viewer.html?url=https://landscape.blm.gov/cyrarcgis/rest/services/CYR_2013/CYR_DV_H_SubsistenceHarvests_LandUse/MapServer

1 community using area

2 communities using area

I 3 communities using area
L

Section E. Anthropogenic Change Agents
0 100 200 300 400 km 1 N
| I | | | | i
f T T T !
0 100 200 mi
| o
oatak River Anaktuvuk Bass
(
*Noatak )
j
Wiseman.( wver “,\i
otzebue / ,-&\\ *\o
o
ol Koby Evansville s ¥ (_2 ;;;
oorvil River s % River
iver Bemg.‘s ko eFort Yukon »\&
Alatna 4 ~\o
s ® Allakaket ESoley c\»
b ‘ , 2
b [
o e Yerk
KL ;/ OD/P/‘;&
.Minto 7 f
g\*eV Z &
yuko?® airbanks 7
e w y
< \ AL
b \ s Tunas, Ry, ,/’JJ
W~ Healy Lake {
& 5\ Greek ;
Legend ) D1y Pregk Dot Lake |
\ > Tgk
—— Major Roads \ S o
® Regional Hub Community X -
. Communities surveyed for moose subsistence / :
use areas (includes Tok and Galena) b,
Moose Subsistence Use Areas

7. 4
Figure E-33. Moose subsistence use areas and number of communities utilizing areas.
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Figure E-34. Dall sheep subsistence use areas and number of communities utilizing areas.

3.4 Recreation

There are several federal and state recreation areas within the CYR study area (Figure E-35).
Many communities occur within or adjacent to the Yukon Flats National Wildlife Refuge.
Subsistence and hunting activities are less restricted in National Wildlife Refuges and National
Preserves than in National Parks. Development across federal recreation areas requires
scrutiny according to the National Environmental Policy Act (NEPA) as was mentioned as a
reason for selecting the preferred road to Ambler (AKDOT 2010a). Visitation information is only
available from the National Park Service (NPS) and visitation rates and comments from NPS
employees, which were very useful to help explain the data, are only available for the mid-2000s
and later. Overall, visitation has increased (Figure E-36). Since 1982 summer (June—August)
visitation has risen by 93 visitors per year (p > 0.001) while winter (December—March) visitation
has only increased by 12 (p = 0.03). However, the peak in 2005 through 2007 was largely due
to changes in visitation during summer. There is no known reason for the large peak towards
the end of the time series. Since it is so large we suspect a change in data collection methods.
Attendance to the Parks and Preserves and differences among them are influenced by a
number of factors. First, some NPS Parks and Preserves have headquarters that are accessible
by roads including Gates of the Arctic National Park and Preserve (Fairbanks and Coldfoot),
Noatak National Preserve, Kobuk Valley National Park, and Cape Krusenstern National
Monument (Kotzebue), and Yukon-Charley Rivers National Preserve (Eagle). Access is
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important and likely increases visitation given that this area typically had the most visitors of all
the areas (Figure E-36) and visitors are counted at four different locations: Anaktuvuk Pass,
Bettles, Coldfoot, and Fairbanks. Tourism is also important for Gates of the Arctic National Park
and Preserve and Yukon-Charley Rivers with guided tour visitors counted in the former and
Yukon Quest associated visitors in the latter. The influence of tourism, or lack thereof is clearly
seen in the Yukon-Charley Rivers National Preserve. In 2010, the Taylor Highway to the Yukon-
Charley Rivers area was severely damaged and closed to only essential travel. The following
year, tour buses stopped going to the park headquarters in Eagle, resulting in fewer visitors
(Figure E-36). One goal of NWAB is to increase tourism opportunities and part of this could
include increasing visitation to the surrounding NPS areas. In 2014, they provided more
certification and capabilities for local people to pursue local entrepreneur opportunities that are
not related to mining, such as tourism (NWAB 2015). Additionally, access to wildlife and guiding
activity can influence visitation of parks. For example, during the Fortymile caribou herd
migration herd crossed into preserve hunting ranges and caused an increase in the number of
visitor/hunters in the Yukon-Charley Rivers National Preserve during 2013. Yukon-Charley
Rivers National Preserve is the only NPS area to count visitors staying by hunting guides or
business permits in their statistics. Other preserves are certainly used by hunting guides;
however, these data are not included so counting methods differ among NPS areas. Overall, the
ecological impact from recreational visitors is likely minimal, but visitors can contribute to local
economies through businesses and purchase of handicrafts.
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Figure E-36. Visitor statistics for the National Parks, Preserves, and Monuments within the CYR study

area. Who

gualifies as a visitor and how visitors are counted vary by area (see Results).
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3.5 State and Federal Subsistence Hunting and Sport Fishing

Most of the data presented here are ADF&G data collected via harvest tickets or sport fish
surveys. Thus, it does not capture much of the subsistence hunting and fishing in the CYR study
area. Sometimes as little as 30% of the harvest is captured with harvest tickets and potentially
less (Schaeffer et al. 1986, Schmidt and Chapin 2014). We do use the federal subsistence
database because it includes both state (e.g., ADF&G) and federal subsistence hunts with
residency information. Publicly available ADF&G harvest ticket data do not include residency so
to address the management question of who harvests what where, we needed to use the
federal subsistence database.

Overall, the federal harvests make up a small portion of harvests in the CYR study area and
before 1994 there were no moose, caribou, or Dall sheep on federal subsistence harvest tickets.
Between 1994 and 2010, only 1.2% of moose were harvested on a federal subsistence ticket.
However, from 1994 and 2010 individual GMUs did have a much higher proportion of moose
harvested, such as GMU 24A, and 25D had the highest annual percent of moose harvested with
federal subsistence tickets, 11.3% and 20.2%, respectively. Only GMU 13B and 13C had
caribou harvested on a federal subsistence permit, 34.6% and 15.4%, respectively, and overall
less than 0.01% of caribou were harvested on a federal subsistence database. Even fewer Dall
sheep were harvested on a federal subsistence ticket (n = 46; 0.8%) between 1994 and 2010.
Six GMUs had Dall sheep harvested on a federal permit: GMU 24A (6.8%), 24B (2.8%), 25A
(1.0%), 26A (2.0%), 26B (0.8%), and 26C (1.4%). The percentage of animals harvested on
federal subsistence permits did not change between 1994 and 2010. Again, all numbers have
been adjusted based on the percentage of the GMU within the CYR study area.

Predicting future change in numbers of hunts and harvests was not possible. Resource
managers attempt to balance maintaining ecosystem function and hunter satisfaction within the
constraints of politics and legislative mandates. Habitat can only support a limited number of
animals, so harvests cannot increase ad infinitum. However, changes in habitat and access can
influence near-term and long-term hunting activity. We examined trends and changes in moose,
caribou, and Dall sheep hunting from 1990 to 2013. Because the ADF&G data only provided
number of hunts, it was not possible to determine number of hunters. Thus, most of the
information presented is on harvests because it is less influenced by changes in number of
permits per person and also represents actual animals removed from the landscape. Harvests
should be interpreted as a minimum because some people fail to report harvests. All of the data
in this section are based on ADF&G harvest tickets (e.g., state-only sport hunting, 1990-2013)
or federal subsistence hunt database (e.g., state-only sport hunting and federal subsistence
hunting, 1990-2010).

State Harvest Ticket Hunting

A large number of moose were harvested from GMU 20B, and the number of moose harvests in
GMU 20B increased significantly over the last 30 years (Figure E-37; 8 = 23.1, R = 0.73, p <
0.001).
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Moose Harvests
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Figure E-37. Sport harvest of moose by GMUs.

Unlike most GMUs in the CYR study area, GMU 20B encompasses a large human population
(Fairbanks North Star Borough), it is easily accessible by roads, rivers, and trails, and its moose
density has doubled since 1990 (Hollis 2012), all of which contributed to the increased harvest
activity. Browsed surveys indicated a high removal rate, and antlerless hunts were initiated in
RY2010 in an attempt to limit moose population growth. However, this action resulted in a large
increase in the number of hunters and subsequent decrease in success. Another factor that
allows for such a high intensity use in 20B is the higher harvest of predators (i.e., bears and
wolves) that does not normally occur in rural Alaska. However, this action resulted in a large
increase in the number of hunters and subsequent decrease in success. Moose habitat in GMU
20B and migration corridors could potentially be impacted by the Alaska Railroad Corporation
Northern Rail Extension Project (ADF&G 2012). The number of moose likely cannot continue to
increase and harvest levels will likely decrease in the near-term future. Harvest did decrease by
over 200 moose between 2012 and 2013. If the higher levels of harvest and productivity
observed during the 2000s are desirable in the future, then likely some type of habitat
manipulation, either man-made or natural, will need to occur. Finally, since reporting rates are
known to be low among rural resident, harvests in GMUs away from the FNSB are probably
underrepresented.

The number of hunts and harvests slightly decreased from 1990 to 2013 along the Dalton
Highway corridor, where use of off-road vehicles and firearms for hunting within five miles of the
road has been prohibited except for federally qualified rural residents (Figure E-38). The five-
mile road corridor has been in place since at least 1990 and was not likely the reason for the
decrease in hunting activity. Rather, more lucrative areas, like GMU 20B, became available due
to both increases in access and moose density. Increases in the number of sport hunters and
harvests north of Galena were feasible due to the increase in the attractiveness of this area to
trophy hunters due to the larger antlered bulls, especially by non-residents and those seeking
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trophy animals (Stout 2012). The decrease in sport harvest of moose in the Yukon Flats (GMUs
25B, D) is likely due to the declining moose population correlated with predation and harvest of
cows (Caikoski 2012).
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Figure E-38. Sport harvest of moose based on harvest tickets collected by the Alaska Department of Fish
and Game, Division of Wildlife Conservation. Units are number of moose.

State harvest tickets and federal subsitsence moose harvest occurred in GMUs, which are
accessable by major roads and have larger human settlements, with the exception of previously
mentioned 24D. Based on data from the federal subsistence database, which allows us to look
at harvest by community residency for federal subsisistence and state sport hunts, from 1990 to
2010, residents from communities along the road system annually harvested on average eight
times the number of moose (64) than Alaska residents from non-roaded communities (8), which
could simply be due to higher reporting rates along the road system where enforcement of rules
iS more common.

Harvests have also increased, but at a slower rate than hunts. Caribou hunts decreased the
most in GMU 20E, but harvests increased there (Figure E-39, Figure E-40). Data on caribou
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were based on reports from hunters living south of the Yukon River and non-residents.
Residents north of the Yukon River were not required to report their hunting activity. The reason
for the lack of harvest data in a majority of the GMUs in the early 1990s is unknown. Part of it is
surely due to underreporting and not needing to report, but non-resident and harvests by
residents below the Yukon River should have been documented (Figure E-39). Part of the
reason for the increase in caribou hunts in the northern portion of the study area must be
attributed to improvements or changes in reporting requirements. Caribou hunts and harvests
were greatest in areas accessible by roads or in GMUs where caribou are known to congregate
during the hunting season. For GMU 23Z, which encompassed the home range for the Western
Arctic herd, is far from the road system but still a popular caribou hunting area for residents and
non-residents. In fact this area has had one of the longest controlled use areas in the State to
minimize conflict and regulate harvest (e.g., Noatak control use area). The Western Arctic herd
grew by 1-3% annually from 1990 through 2003 with a peak size of 490,000 in 2003 (Dau
2011). However, since 2003 the herd has decreased by nearly 50%, numbering 235,000 in
2014. Since the early 1990s, the number of caribou harvests have significantly increased in
20E, 25C, and 23Z (Figure E-39). Winter habitat for the Nelchina caribou herd occurs in
northeast 12Z and this herd increased in size in the early 1990s but as habitat grew poor they
shifted in 20E. This shift could partially explain the change in harvests. Additionally, in 2004 fires
destroyed caribou habitat in 20E, and as a result caribou now congregate in unburned areas,
but whether this makes them an easier target for hunters is unknown. The annual range of the
Fortymile herd overlaps several GMUs (20B, 20C, 20D, 20E, and 25C). The population of this
herd was stable but low from 1990 through 1995 at 22,000 individuals, but predator control
efforts from 1996-2002 resulted in a doubling in population size and an increase in human
harvest (ADF&G 2013).

E-70



Section E. Anthropogenic Change Agents

Past (1991-1994) Current (2010-2013)

25A
Non
R vfg
Fort Y
.or Yukon

< 258

[ Jo
‘ 0-025 [N 313
; 447

0-1 [N 100-260
~ 11-15 M 315-620

ADF&G Caribou Hunts and Harvest

6,000
5,000
4,000 y=134.3x + 1286.9
R*=0.61
3,000 P<0.001
2,000
1,000
0
- 0 E s ——Hunters ——Harvest
Bo-1 -7
Average number of caribou harvests 0 100 200 Miles
and the difference in number of L e
harvests from 1991-1994 to 0 100 200 300 400 Kilometers =
2010-2013 by Game ® Regional Hub Community
Management Unit (GMU) —— Major Roads

Figure E-39. Sport harvest of caribou based on harvest tickets collected by the Alaska Department of
Fish and Game, Division of Wildlife Conservation. Units are number of caribou.
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Figure E-40. Sport harvest of caribou by GMU. Data from the Alaska Department of Fish and Game.

The trend in the number of Dall sheep hunts has not changed since 1990, but harvests have
slightly increased (Figure E-41). Use of multiple harvests is less common among sheep hunting
than moose or caribou hunting partly because sheep exhibit a metapopulation structure so the
target area for hunting is typically smaller. Overall harvests have remained stable since the early
1990s with the exception of a large increase in the northeastern portion of the study area (GMU
25C) and a decrease around Tok (GMU 127). From 1989 to 2000, there was a statewide full-
curl bag limit, which resulted in fewer sheep hunts than in the 1980s. Sheep harvests have
remained relatively static, largely due to severe weather events that have reduced many sheep
populations (ADF&G 2014). After 2004, hunters started to target the northern portion (GMU
25A) of the CYR study area (Figure E-42) for unknown reasons. Regulations did not change
between 2004 and 2005.
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Figure E-41. Sport harvest of Dall sheep based on harvest tickets collected by the Alaska Department of
Fish and Game, Division of Wildlife Conservation. Units are number of Dall sheep.
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Figure E-42. Sport harvest of Dall sheep by GMU. Data from the Alaska Department of Fish and Game.

Data from state harvest tickets and the federal subsistence harvests indicate that from 1990 to
2010, Dall sheep make up a slightly larger portion of total harvest in the western portion of the
study area (Figure E-42; e.g., Kotzebue and Koyukuk) than in the eastern portion. Overall,
moose and caribou harvests have increased while Dall sheep harvests have remained static
(Figure E-43). Since the majority of residents in the CYR study area live within FNSB (100,243
residents living within FNSB versus 12,744 residents living outside FNSB in 2013), it is
important to look at harvest trends by FNSB residents (Figure E-44).
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Figure E-43. Harvests by Alaska residents in the communities within four watersheds based on the
federal subsistence data, which include both ADF&G harvest tickets and federal subsistence harvest

tickets. Units are the number of animals harvested.
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Figure E-44. Harvest of caribou, moose, and sheep by residents of the FNSB based on state harvest

ticket and federal subsistence data.
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The increase in caribou harvest was most strongly correlated with increases in the number of
FNSB residents (Figure E-45), one reason could be because caribou are smaller animals than
moose and can be handled and transported more easily by newer residents or inexperienced
hunters. Additionally, caribou migrate across roads in large numbers, providing easier access
than sheep and moose.
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Figure E-45. Harvest of caribou, moose, and sheep by residents of the FNSB versus human population
size of the FNSB. Data are from the state harvest ticket and federal subsistence data.

Fishing

There are several rivers in the CYR study area with sport fish harvest data (Table E-21, Figure
E-46). Data are collected on the number of fish by species caught, which includes catch and
release and harvested, which is only those fish kept. Non-Alaska residents, urban (i.e.,
Fairbanks, Anchorage, Wasilla, etc.), and military were the largest group of sport anglers.
However, 78.8% of the sport fish reported harvested were done by residents of the CYR study
area and mostly by residents of Fairbanks, North Pole, Eielson Air Force base, and Fort
Wainwright in decreasing order. Slightly less than half of the communities in the CYR study area
(n = 32) reported sport fishing activity, so harvests reported with this database do not reflect
subsistence harvest, even subsistence harvest done with a rod and reel.

Most sport fish harvesting occurs near the urban center of Fairbanks (Figure E-47); a majority of
these fish harvests are rainbow trout. Harvest of Arctic grayling dominates the other Interior
rivers except for Birch Creek, which has more pike harvests. In the northwest portion of the
study area, harvests are more mixed with inconnu dominating harvest on the Selawik River and
Dolly Varden and Arctic char dominating harvest on the Noatak River (Figure E-47). Overall, the
most commonly caught fish in the CYR study area was Arctic grayling (annual average of
92,122); the most frequently harvested fish was rainbow trout (annual average of 22,219). The
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Tanana River had the largest number of fish caught (annual average of 110,562) and harvested
(annual average of 29,727) followed by the Chena River (annual averages of 58,451 caught and
3,129 harvested) and Chatanika River (annual averages of 24,208 caught and 3,129
harvested). Overall, the number of fish caught (Figure E-48) and harvested (Figure E-49)
decreased between 1996 and 2013. No rivers had a significant increase in fish harvests (Figure
E-49). The largest decreases occurred in more heavily fished rivers in the eastern part of the
state. A total of 111 different communities within Alaska caught fish with 99 harvesting fish from
the river drainages in the CYR study area.

It is likely that many of the trends in the sport angler data are greatly influenced by stocking
done by ADF&G. In 2016 there were 88 lakes stocked in the Tanana River Management Area.
For example, the number of Arctic char stocked at Harding Lake, which is a very popular lake
near Fairbanks, sharply declined in 2009 and has remained below previous levels, which
corresponds to a large drop in harvests (Figure E-50). The current data delivery system requires
users to click on each lake to obtain stocking data and compiling these data is out of scope for
this REA. However, it would be a worthwhile pursuit to examine the effects of stocking on
anglers and the economy in Alaska.

Table E-21. Annual average number of sport fish tickets used to base trends in sport fish catch (includes
catch and release) and harvest (catch only) in the CYR study area.
